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Abstract—In this paper, we study the blocking probabili- optical network to account for diversified capacity needs of
ties in a wavelength division multiplexing-based asynchronous ysers. In this switching paradigm, connection durations and
bufferless optical packet/burst switch equipped with a bank of set-up times tend to be very long and dynamic bandwidth

tuneable wavelength converters dedicated to each output fiber . . S . . - . .
line. Wavelength converter sharing, also referred to as partial sharing across clients is minimal which gives rise to inefficient

wavelength conversion, corresponds to the case of a numberPandwidth use especially for bursty data traffic.

of converters shared amongst a larger number of wavelength 14 e with bursty traffic and for more efficient utilization
channels. In this study, we present a probabilistic framework for f the fib - ket-based ical itchi
exactly calculating the packet blocking probabilities for optical of t e. Iber capacity, tW9 new packet- e}se optica SW'FC I!’lg
packet/burst switching systems utilizing wavelength converter paradigms have been introduced: Optical Packet Switching
sharing. In our model, packet arrivals at the optical switch are (OPS) [1],[2] and Optical Burst Switching (OBS) [3],[4].
first assumed to be Poisson and later generalized to the more OPS requires line-rate header parsing and is thus viewed
general Markovian arrival process to cope with very general o5 5 |gnger term solution due to the current technological

traffic patterns whereas packet lengths are assumed to be expo- . .~ . . .
nentially distributed. As opposed to the existing literature based limitations in packet header processing [2]. OBS, on the other

on approximations and/or simulations, we formulate the problem hand, eliminates the need for header parsing by segregating
as one of finding the steady-state solution of a continuous-time the control and data planes. In OBS, the reservation request
Markov chain with a block tridiagonal infinitesimal generator. To  for a burst is signalled out of band by the use of a burst control
find such solutions, we propose a numerically efficient and stable 5 et which is processed in the electronic domain whereas
algorithm based on block tridiagonal LU factorizations. We show . . .
that exact blocking probabilities can be efficiently calculated the. burst 'ts?'f is transported end-to-end cpmpletely In .the
even for very large systems and rare blocking probabilities, e.g., Optical domain. When the control packet arrives at an optical
systems with 256 wavelengths per fiber and blocking probabilities burst switch towards its destination, the switch is configured
in the order of 10~*°. Relying on the stability and speed of the for the corresponding data burst which would arrive after an
proposed algorithm, we also provide a means of provisioning nset time. Under the just enough time (JET) reservation
wavelength channels and converters in optical packet/burst
switching systems. protocol, allocated resources are released as soon as the burs
is transmitted by the switch [3]. Although the control planes

Index Terms— Optical packet switching, optical burst switch- - ¢ 5pg 404 OBS are different, both of them have similar data

ing, wavelength conversion, converter sharing, block-tridiagonal

LU factorization, Markovian arrival process. planes. Throughout this paper, the terms “(optical) packet”
and “(optical) packet switching” refer to a packet/burst and
|. INTRODUCTION the data plane of OPS/OBS, respectively, since the analysis

RAMATIC growth in Internet traffic demands has led tgve pursue involves only the data plane of optical packet/burst

the use of Wavelength Division Multiplexing (WDM) switching.
systems which multiplex wavelengths of different frequen- We consider the online blocking model described in [5] in
cies onto a single fiber. This multiplexing operation createghich lightpaths are set up and torn down at the packet level.
multiple channels on the same fiber each carrying a differdnt synchronous (i.e., time-slotted) optical packet switching
signal. Today’s long-haul WDM systems support up to 16@etworks, packet lengths are fixed and packets are assumec
channels each having a capacity of 10 Gb/s with an overtdl arrive at slot boundaries [6]. In asynchronous (i.e., un-
capacity of 1.6 Tb/s on a single fiber. On the other hand, cliesiptted) networks, packets can have variable sizes and are
requirements are very diverse in terms of required capacingt aligned before they enter the optical switch [6]. Slotted
connection utilization (continuous or bursty), connection dwitching systems generally lead to a better performance than
ration, connection set-up times, etc. Using circuit switchindpeir unslotted counterparts since the arrival behavior of the
at wavelength or subwavelength levels, today’s wavelengtincoming packets to the switch is regulated in the former
routed WDM networks route connection requests through thgpe leading to fewer contentions [7]. Moreover, the packet
. . . loss rate at a bufferless synchronous optical switch does not
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optical domain. On the other hand, the node architecture f@gﬁ[

. . . ] Fiber
asynchronous networks is simpler because there is no need g 1 — — T |— Output
the synchronization stage [6]. Furthermore, the asynchronous— K : fL Line 1
operation is a more natural fit for switching IP packets. — =1 —
For these reasons, it is worthwhile to consider asynchronous
operation with variable-sized packets and our focus in this
study is on asynchronous packet switching. ) - -

One of the major issues in optical packet switching net-——={ [7° el
works is contentionwhich arises as a result of two or more . = 2
incoming packets contending for the same output wavelength.
Contention is resolved either in wavelength domain by wave-
length converters, in time domain by Fiber Delay Lines (FDL), : Optical : Wavelength
or in space domain by deflection routing [3]. If contention Packet i Converter Bank

; . . — ofsize W<K

cannot be resolved by any one of the proposed techniques, Switching =
then one or more contending packets will be blocked. Calcu- Node : N
lating the packet blocking probabilities is crucial in evaluating N ] ——
the performance of optical packet switches with a certain™ K ——
contention resolution capability. In this paper, we study the >

packet blocking probabilities for the full-range “wavelength

conversion” approach in which Tunable Wavelength Conve ig. 1. The general architecture of an optical packet switching node with
. . fiber I/O lines, K wavelength channels on each fiber line, and a bank of

ers (TWC) are used for switching optical packets from anyayelength converters of sizé shared per output line.

input wavelength onto any output wavelength for contention

resolution. In Full Wavelength Conversion (FWC), a packet ) )
arriving at a certain wavelength channel can be switched orfffgvelength converter bank of siz&' < K dedicated to each

any other idle wavelength channel towards its destinatioputPut fiber. We note that we will also study the limiting cases

FWC reduces packet blocking probabilities significantly comty = 0 @d W = K which correspond to NWC and FWC

pared with the case of No Wavelength Conversion (Nwcchitectures, respectively.
[8],[9],[10]. However implementing all-optical FWC is very For the general PWC case, there is no closed form expres-
costly. sion for the blocking probability and analytical results are also
Converter sharing or equivalently Partial Wavelength Cofiare [13]. To the best of our knowledge, a numerical CTMC
version (PWC) is proposed as a cost-conscious alternative(gPntinuous Time Markov Chain) based algorithm for PWC
FWC [11]. In PWC, there is a limited number of TWCs, andn asynchronous SPL architectures is first proposed in [14].
consequently some optical packets cannot be switched towa@ently, a similar CTMC-based analysis is also proposed
their destination, i.e., blocked, when all converters are buly [15] for the SPL case with Poisson packet arrivals and
despite the availability of free wavelength channels on tixponentially distributed packet lengths, and an approximate
output fiber. In PWC, TWCs may be configured as a singfhalysis is proposed for the SPN case. Although the analysis
converter pool for converter sharing across all fiber line8f [15] for the SPL case is similar to that of [14], the block
which is referred to as the Share-Per-Node (SPN) architectgfeucture of the CTMC is not exploited and the authors report
[7]. An alternative architecture allows separate TWC banks pefoblems in large systems (e.g, = 64) and for rare blocking
output fiber and the corresponding solution is called the Shapsobabilities. In [13], a fixed-point iteration-based approximate
Per-Line (SPL) architecture. Although the SPN architectufgethod for PWC for the SPN architecture is mentioned but not
leads to a better performance, the complexity of the switchiggtailed. The work in [16] is simulation-based and attempts
matrix is lower in the SPL architecture [7]. Our focus in thi$o find the number of wavelength converters required to attain
study will be on SPL type converter sharing. We also noedesired GoS (Grade of Service) in terms of blocking rates.
that a Share-Per-Input-Line (SPIL) architecture is proposed!m [7], simulations and an approximate analysis are provided
[12] where a bank of TWCs is shared for all packets arrivingpr the same problem for the asynchronous case. Poisson anc
on the same input fiber but SPIL is outside the scope of tRen-Poisson dynamic traffic patterns are simulated in [16]
current paper. and [17] to show the impact of the packet arrival process on
Another issue regarding wavelength conversion is whetH&roughput. Simulation is generally a very useful tool since it
there is a specified range of wavelengths that a given wa®n be applied to a wide range of models but i) simulations
length can be converted to. Such a converter is said to By@ically suffer from long run-times, ii) studying rare blocking
limited-range If there is no tuning range limit then the consProbabilities may not be feasible, iii) it is computationally
verter is calledull-range The focus of the current paper is orc0stly to use simulations in scenarios that might require
the blocking analysis of asynchronous optical packet switchégrations (e.g., analysis of networks, design and dimensioning
using simpler-to-implement SPL-type converter sharing afioblems, etc.).
with full-range TWCs. This model is depicted in Fig. 1 In this paper, first we exactly calculate the packet blocking
which presents a diagram of an optical packet switch with gmobabilities for a bufferless asynchronous optical packet
internally non-blocking switch fabric and which haé input switch with SPL-type converter sharing using the usual Pois-
and output fiber linesk wavelength channels per fiber, and @on arrival and exponential packet length assumptions. As
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opposed to existing literature based on approximations andpackets destined to a particular output fiber line arrive at
simulations and following [14], we formulate the problem athe switch from one of théV input fibers. We assume that
one of finding the steady-state solution of a Continuous-Tintlee wavelength channel a packet arrives on is uniformly
Markov Chain (CTMC) with a block tridiagonal infinitesimaldistributed on(1, K), and packet durations are exponentially
generator. For Poisson arrivals, we propose a numerically effistributed with meari /.

cient and stable solution technique based on block tridiagonalA new optical packet arriving at the switch on wavelength
LU factorizations. We show that blocking probabilities cam and destined to output line

be found exactly and efficiently even for very large systems, is forwarded to output ling: without using a TWC if
and rare blocking probabilities. Using the proposed solution channelw is available, else

method, we also present a design procedure for provisioning, is forwarded to output linek using one of the free
wavelength channels and converters in the case of Poisson TWCs in the converter bank and using one of the free
packet traffic. wavelength channels selected at random, else

We also generalize our results to more general packet, is blocked.
arrivals that are modelled with the Markovian Arrival Process \yie concentrate only on one of the output fiber lines, say

(MAP) that was first introduced in [18]; also see [19],[20],[21]ine 1th fiber, throughout this paper and study its packet

The MAP is a versatile process that allows correlation igjocking performance. The overall switch performance can
packet interarrival times. Morgover, MAPs have a &gmﬂca%en be obtained using the individual output fiber blocking

property that they are dense in the set of all stationary pojftspapilities since we use complete TWC partitioning across
processes. Special cases of the MAP are widely used in Hignut fiber lines. We first assume that the aggregate optical

literature for a variety of_ scenarios; the Intgrrupted POiSS%cket arrival process from th¥ input lines and destined for
Process (IPP) to approximate overflow traffic [22], a Phagge output linek is Poisson with rate\. This assumption is

Type (PH)-type process for fitting long-tailed data [23], a WQsery common especially wheN is large. ForlV = K (i.e.,
state Markov Modulated Poisson Process (MMPP) to descripg wavelength conversion), the OPS system behaves as an

the superposition of a number of on-off packet sources [Z%KM/c/c loss system with: = K servers and offered load
more general MMPPs to model correlated aggregate Interne

traffic [25],[26],[27]. There are several possibilities to use the q=X\p (1)

MAP as a traiffic mgdellng too.I in optical pac}(et ,SW'tCh'ngbn the other hand, the system load, or the traffic intensity is

networks; i) measuring the optical packet traffic directly anganoteq by

fitting a MAP to data, ii) using the existing aggregate Marko- p=g/e @)

vian Internet traffic models together with the packetizer at the

edge of the optical domain to build MAP-based traffic models anM /M /c/c system which describes the offered work load

for the optical core to accurately capture the bursty nature tofa single server [30, page 13]. Aot = 0 (i.e, no wavelength

the traffic, iii) using a MAP for representing overflow traffic toconversion), we havé independent single served /M /1/1

study the performance of optical packet switching networki®ss systems each with offered load= \/;.K. In a general

The use of MAP in optical packet switching networks id///M/c/c loss system, the blocking probability, can be

relatively new: for example [28] uses a two-state MMPP fapbtained using the Erlang B formula [30, page 80]:

burst generation in an OBS network and [29] uses a two- q¢/c!

state hyperexponential arrival process (a subcase of MAP) P, = W 3)

to be fed to an OPS network. In this paper, we use the _ _ i=0 4 ) _

same technique used for Poisson arrivals for SPL analysig® Markovian analysis for the partial wavelength conversion

this time for the case of MAP traffic and derive an expressidise. i-e.0 < W < K, is described below. Lei(t) and j(t)

for the packet blocking probability which gives us a way oflenote the numbe.r of wavel_ength channels and the number

studying the effect of traffic characteristics on packet switc TWCs that are in use at timg respectively. The process

performance with PWC. In particular, we study the impact of (t) = {(i(t),(¢)) : t > 0} is a Markov process on the state

autocorrelation in the optical packet arrival process on packaces = {(i,j) : 0 <7 < K,0 < j < min(i, W)}. To show

blocking performance by using a MAP with a fixed margindfis; let us assume that the process is in some staf$, 0 <

but a varying autocorrelation function. 1 < K,0 <j <min(i, W) at timet. If a new packet arrives in
The remainder of this paper is organized as follows. Sectide interval(z, i-+dt) which occurs with probabilitp\dt+o(d¢)

Il describes the model with Poisson packet arrivals as wéhe: lims:—o o(3t)/6t = 0) [31, page 48], then there are three

as the solution procedure. The extension to MAP arrivals Rossibilities:

studied in Section lll. Section IV is devoted to numericalal) the wavelength on which the burst is riding is not
examples. We conclude in the final section. currently used on the link which occurs with probability
(K —i)/K and the burst will be admitted and the process
[1. ANALYSIS OF SPL ARCHITECTURE FORPOISSON will jump to (i + 1,5) at timet + dt,
TRAFFIC CASE a2) that wavelength is already used which occurs with
We study the asynchronous optical packet switch in Fig. 1~ probability i/ K
which hasN input and output fiber lines anf’ wavelength a2l) then if j = W, then the packet will be blocked
channels per fiber. We assume a wavelength converter bank because the converter pool is all busy leading to

of size0 < W < K dedicated to each output fiber. Optical no state change,



72 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 24, NO. 12, DECEMBER 2006

a22) else ifj < W, then the packet will be admitted onX (¢) is then written as a CTMC with a block tridiagonal
one of the available wavelengths randomly usinimfinitesimal generato€ which is in the following form:
one of the free converters and the process will

make a transition to staté + 1,5 + 1) at time Ao U
Dy Ay U,
t + ot.
When the process is in stat&’, j) for somej at timet, then Q= D, Ay g : (5)
the arriving burst will be blocked since all wavelengths are U
busy. D A
K-—1 K

Assume now that the proces$(t¢) is currently in some
state (i,7),0 < i < K,0 < j < min(i, W) at time¢. If Inthe above generator, it is not difficult to show by using a1,
a burst departs in the intervéi, ¢ + 6¢) which occurs with @21, and a22 that
probability i1t + o(dt) then there are two possibilities: U=\, 0<i<K, )
bl) a TWC was used for this burst which occurs with _
probability /i and the proces (¢) will jump to state WhereUiy, equals
(i—1,j—1) atat timet + ot, _ ~{ upper-left(W + 1) x (W + 1) block of N; W <4,
b2) a TWC was not u_;ed for this departing burst whic ypper-left(i + 1) x (i + 2) block of N; 0<i<W.
occurs with probability(: — j)/¢ and the procesX (t) . .
will make a transition to statéi — 1, j) at time¢ +o¢t. On the other handD; in (5) is expressed as

When the proces(¢) is in state(0,0), then there cannot D; =uD;, 0<i<K, @)
be any departures. It is thus clear that the procgss is a _
CTMC. where D; 1 equals

CTMC in a form that is amenable to numerically stable an{l upper-left(i 4 1) x i block of M; 1<i<W.
efficient computation of the steady-state probabilities. For this I
purpose, we decompose the state space into subsets caﬁf@& Y

The next step is to write the infinitesimal generator of thi% upper-left(W + 1) x (W + 1) block of M; W < i,

levels such that the number of wavelengths in use is constant —( A+ ip) i i<W,
within a level and we enumerate the states in the following A, = { —(A+iu)lw +M; W <i<K, (8)
order: —ipdw 41 1=K.
S = {(0,0),(1,0),(1,1),(2,0),(2,1),(2,2),-- -, Steady-state probabilities of Fhis irreduciblg and ap.eriodic
~—~— CTMC can be found by solving for the unique stationary
level 0 level 1 level 2 solution [31, pages 44-53]
level K *Q=0, ze=1, ®)

Based on this enumeration, we conclude that state transiti jrere e S a column vector of onvevs of suitable size. Note
that the size ofQ is (W + 1)(K — 5 + 1) and calculating

can occur either among neighboring levels or within a level. tati luti . tional finite Mark hai
The final step is to express the infinitesimal generator of t ¢ stationary solution using conventional finite Viarkov chain
ution methods (see for example the direct methods in

rocessX (t) based on the observations al, a21, a22, b1, ?i N .
EZ. For th(is) purpose, we define the following three matricés™ pages 61-117]) would be prohibitive especially for large
' systems, e.g.K = 256, W >> 1.

for i > 0: , ; . .
L= We now give a numerical solution procedure by taking

[ B L advantage of the block tridiagonal structure of the generator.
Kgi % Since one of the equations in the first of the equations (9)
N, = Kei - , is redundant, we can replace one such equation, say the first
K ' equation, to obtain a nonsingular system while preserving the
block tridigonal structure. For this purpose, Btbe obtained
- i by replacing the entries of the first column @fby setting
1 i—1 0
M; = 2 i—2 , AO::)\7D01:|:0:|7 (10)
i . . although we note that other choices are possible. Alsb et
ro 0 --- 0 a zero row vector except its first unity entry. It is clear that if
B 00 --- 0 z is a solution to
I, = G . . zP =, (11)
L0 0 ... i/K then s W)
xTr = —
We also letl; denote an identity matrix of sizebut we drop ze

the subscript if the size is clear from the context. The procegwes the steady-state probabilities.
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We propose the block tridiagonal LU factorization algorithnwWhen the block diagonal dominance by rows condition is met,
given in [33, pages 174-175] for solvingP = b. In this it can be shown that [34]:
algorithm, the goal is to obtain a block LU factorization of

the matrix P: 1] < Al + [|Uia]],0 < i < K,
I Fy, Uy and ||D H
Ly I . Li|| < L o<i<K-—1.
P= e N
: . Ug , o . :
L, I P Since ||U;|] = A1 < i < K in our case, the proposed

block tridiagonal LU factorization algorithm is numerically

For thi ition th luti N (1i) stable ensuring that the norms of the matridésand L;

or thiS purpose, _We partition he SO l:jl(t)r? V?Ch(tﬁzid will not grow unreasonably large, i.e., these norms are in the
(20,21, 2), @ = (20,21, 2x), and the right hand 4o o' the norms of the blocks of the original generator.
side of (11)b = (bo,b1,...,bx) according to levels. Note

Equivalently, this proposed method does not bring any addi-
tional instability when compared with conventional methods.
Note that bulk of the computational effort is concentrated
on the LU decomposition of the matricdss required in

Fy = Ag solving the linear systems in the block LU decomposition
algorithm and the size of; equals:i + 1 for + < W and

it is W + 1 otherwise. Recalling that an LU decomposition

thatby, = 1 andb; = 0,0 < ¢ < K. The matrices{F;},i =
0,1,...,Kand{L;},i=0,1,..., K—1 can now be obtained
using the following recurrence relation:

yo = boFy ' (Solve yo Fy = by for yo)

fori=1:K requires2/3 N? flops for an N x N matrix, the proposed
Lioy=D; 1 F7} algorithm require®/3(W +1)2(W?2/4+ (W +1)(K —W +1))
F = A, — L 1U; flops for all the LU decompositions which in turn gives rise
4 to significant runtime and storage gains compared to the brute
yi = (bi = yi1Ui) F; force approach.
end We note that a new optical packet is blocked under the

L ) following two conditions upon the packet’s arrival:
By backward substitution, one can then fing,k = 9 b P

0.1,.... K: « the Markov chain resides (X, j),0 < j < W (i.e. all
wavelength channels are in use)
2K = UK « the Markov chain resides in stafe, W), W < i < K
fori—K —1:0 (i.e. all converters are in use) and the incoming wave-

length is occupied (this occurs with probabilityK)

The PASTA (Poisson Arrivals See Time Averages) property
suggests that the steady-state probabilities at arbitrary times
3 calculated above are the same as those of the embeddel
iscrete-time Markov chain at the epochs of arrivals [30,
pages 221-222]. Therefore, the packet blocking probability
P, can be expressed as

2 = Y — Zig1Ly
end

Oncez,s are computed, one can find the steady-state soluti

to (9) by using the identity (12). For numerical stability of th
algorithm, we need a bound

max (|| Lq[[, [[F3]]) < M, Vi

for some finite real numbe¥/ and for some legitimate matrix
norm. The block LU factorization algorithm is known to be _ _ _ B
stable for block tridiagonal matrices that are block diagonallyhere the solution vector for levél namelyz;, is partitioned

K—-1 .
i
Py=zge+ z‘;v T (15)
i=

dominant by columns [34],[35]. We note that this conditio®Szi = (2,0, Zi,1,- .., zi,w) fori > W.

is not met for the block tridiagonal matri®. However, the

matrix P satisfies the block diagonal dominance by rows |||. A NALYSIS OF SPL ARCHITECTURE EOR THE
condition [34]: MARKOVIAN ARRIVAL PROCESSCASE

A (Ui + [|1Dia]]) €1, 0 < i < K, (14) In this section, we aim at studying the impact of the packet
arrival process characteristics on packet blocking performance.

whereUg 41 and D_; are taken as zero matrices. Using theor doing so, we generalize our analytical model of Section

oo matrix norm from now on, we observe that the matfiXs || so as to cover also the MAP (Markovian Arrival Process)
block diagonal dominant by rows since (14) is metfer 0 arrivals. The MAP generalizes the Poisson process by allowing

and K and non-exponential interarrival times but still maintaining its
. 1 ) Markovian structure. The MAP is described by two processes,
1Al = Atip’ IUita]] = 2,0 <i < K, namely the the count proces$(¢) and the phase process
J(t), assuming values if0, 1, ...} and{0,1,...,m—1}, re-
and spectively. The two-dimensional Markov proc€9$(¢), J(t)}

[1Di—1]] = ip, 1 <i < K, ||Do]| = 0. is then modelled as a Markov process on the state-space
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{(i,7) : >0, 0 <j < m—1} whose infinitesimal generator of the MAP at timet, is also a CTMC. We enumerate the

matrix @) can be represented in block form as states asS' =
C D {(0,0,0)7"',(07711—1,0),
C D
level O
= N 16
N ¢ D (10) (17070)’(15071)7(1717())7"'><17m_171)7"'
level 1

In the above generator; and D are m x m matrices,C (K,0,0),--, (K,0,W),(K,1,0),- -, (K,m —1,W)}.
has negative diagonal elements and non-negative off-diagonal level K

elementsD is non-negative, and’ = C'+ D is an irreducible (20)

infinitesimal generator. When the generator is of the form N )
(16) then the underlying process is called MAP which i&S before, we partition the solution vector =
characterized by the matrix paiiC, D). The evolution of (%0,%1,...,7x) according to levels. We also define the
the MAP is as follows. Assume that the Markov proceg§ronecker product of ann x n matrix A = {a;} and a
with generatorE is in statej, 0 < j < m — 1. After an P X ¢ Matrix B to be anmp x ng matrix:

exponentially distributed time interval with paramete€;;, apnB -+ a1,B

there occurs either a transition to another staté ; without A9 B—
an arrival with probability_CTj:'j or to a state (possibly the

same state) with an arrival with probabilitgé%. Let w be _ o
the stationary probability vector of the phase process wifhne can show that the resulting CTMC possesses an infinites-

amB - apnB

generatorE’ so thatr satisfies imal generator of the same block tridiagonal form (5) where
TE =0, me = 1. (17) Ui=D®U, (21)
The mean arrival raté for a MAP is given by [19] Di = pln ® D, (22)
and
A = nDe. (18) . '
(C —iply) @ It i<W,
Note that if we define Aj=¢ (C—ipl)@Iwp+DL; W<i<K,
T (E - i:“Ln) ® IW+1 1= K.
d= De = [ d() d1 te dm,1 } 3 (19) (23)

Therefore, the steady-state probabilities of this CTMC can
thend; gives the arrival rate at phaseand the mean arrival pe obtained using the same block LU factorization algorithm
rate fPr the underlying MAP can then be written &s= gescribed in Section II. Finding these individual probabilities,
> izo mid; which is equivalent to (18). one can find the packet blocking probability as follows. We

A subcase of MAP is PH-type which is widely used in thgist note that the PASTA property does not hold since the
literature for mOde”ing independent and identica”y diStribUtegrriva| process is not Poisson. However, when the System is
but non-exponential interarrival times [36, pages 44-46]. TQ state(i, [, W) : W <i< K —1,0<1<m—1, then the
describe a PH-type distribution, we define a Markov proceggnverter pool is busy and an arriving packet will be blocked

on the state0, 1, ..., m} with initial probability vector(v,0)  when it needs conversion which occurs with probabilityx .
and an infinitesimal generator Partitioningz;, W < i < K as
[ T 1° ] T; = [%‘,0,07 <oy Li,0,Ws T 1,05 - - -y xi,m—l,W]a (24)
0 O

and recalling (19), the rate of blocked traffic at this state will

wherev is a row vector of sizen, the subgeneratdf' is an bei z;; w d;/K. On the other hand, if the system is at state
m x m matrix, and7" is a column vector of sizen such (K,1,j):0<1<m—1,0 < j < W, then the wavelength
that 7° = —Te. The distribution of the time till absorption channels are all busy and an arriving packet will be dropped.
into the absorbing state: is called a PH distribution with The rate of blocked traffic in this state will then bg ; ; d;.
representatioriv, T'). If the interarrival times are modelled by Summing up the rates of blocked traffic for all such states and
PH distributions, then the arrival process is called a PH-typhviding that to the mean arrival rate for the whole system, we
process. A PH-type process with representatiori’) is also find the probability that a single arriving packet will be lost,
a MAP by settingC' = T and D = T%. see also [36, page 94]. The above procedure can be formulatec

Let us now study the optical packet switched link fom terms of matrix operations for ease of computation. For this
the 0 < W < K case first and with an arrival procespurpose, we first define the following two matrices
modelled as a MAP with the characterizing pair of two 1 0
m x m matrices(C, D). It can be shown that the process
X(t) = {(i(t),1(t),5(t)) : t > 0 } on the state spac = Gi=Dew | ' |, Go=1I,
{(,1,§) : 0<i < K,0<1<m—1,0 < j < min(i, W)},
wherei(t) andj(t) are defined as before an@) is the phase 1 1
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The packet blocking probability?, can then be written as

rxG1 + Efi;‘} %l‘iGgDe

b P—
wDe

The above analysis applies o< W < K. The special cases

of W =0 andW = K are studied next.

A. No Wavelength Conversion

(25)

75

blocking probability F'b

-10| | O p=0.5 (Simulation)
— p=0.5 (Analytical)
O p=0.7 (Simulation)
107"% p=0.7 (Analytical)
O p=0.9 (Simulation)
~ — — p=0.9 (Analytical)
10 0 0.2 0.4 0.6 0.8 1
conversion ratio r

(b) K=128

Blocking probabilityP, as a function of the wavelength conversion ratifor three different values of the system load

Solving for the steady-state probabilities of this CTMC and
partitioning the solution a8 = (zg, z1, . ..,k ), the blocking
probability for the M/ AP/M/K/K system is given by

i De

P, = .
b wDe

(28)

IV. NUMERICAL RESULTS
The exact analysis method introduced in this paper for

In case of NWC (i.e.V = 0), we haveK independent calculating the blocking probabilities in packet switching
servers each fed with a MAP that is obtained by splitting®des iS implemented using Matlab. Without loss of generality,
the aggregate MAP streaf, D) evenly intoX substreams. W€ set the mean packet lengdthy to unity in all the numerical
The characterizing pair of matricé€ yw ¢, Dyw) for each examples. We use a C++ based event driven program to carry

substream is given by
K-1

CNWC:C"‘T

The infinitesimal generator for the underlyidg AP/M/1/1
system for each wavelength channel is then written as

Dywc
E—ul, |-

Cnwe

©= plm

Solving the steady state probabilities for (26) through

@ =0,ze =1,z = (x9, 1),

1
D, Dywe = 2 D.

(26)

out the simulations. Each simulation result for the blocking
probability is obtained via the mean of ten independent runs
where an overall ofl0° optical packets are simulated at
each run. We keep track of the occupancy of each individual
wavelength in the simulations. To generate MAPs, we use the
description of the MAP at the beginning of Section lll.

We first assume that the packet arrival process is Poisson.
Using the expression (15), the packet blocking probabilities
are analytically calculated for the two casé&s = 32 and
K =128 as a function of the wavelength conversion ratio

ri=W/K (29)

the blocking probability for each channel can be written asand for three different system loags= 0.5,0.7, and 0.9,

r1Dnwe e

P, — .
7Dywce e

B. Full Wavelength Conversion

(27)

and the results are compared against simulations. We presen
our results in Fig. 2. For all the tested cases, the analytical
results are in perfect accordance with the simulation results,
validating the proposed approach for Poisson traffic. We
note that simulations are not performed in cases where rare

The other boundary dt” = K is the full wavelength con- probabilities such a®, < 10~® need to be simulated due to
version case and the loss system then gives rise to the so-caliggbssive simulation run-times that would be needed.
MAP/M/K/K system. This process has the infinitesimal |n the second example, we plot the blocking probabikity

generator of the form (5) where
D, =
A =
U, =

(i+ VD, 0<i< K,

D, 1<i<K.

C_i/tlmy OS7'<K7 Ak :E_Kul’rru

as a function of- andp in Fig. 3 in the form of a 3-dimensional
mesh for three different cases &f = 64,128, and 256,
respectively. This plot shows that we can obtain blocking
probabilities for very large systems (e.d<, = 256) and for
very rare probabilities (e.g.P, ~ 107%%) and for a wide
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Fig. 3. Blocking probabilityP, as a function of the wavelength conversion £
ratio r and system loag@ for three different values ok'. s
2
range of system parameters (i.8.4 < p < 1,0 < r < 1) é
without encountering any numerical problems. Moreover, suc 8 o : :
probabilities can be obtained rather rapidly. Plotting the threr  7oo0 150 200 250
planes on Fig. 3 required solution of 4554 problems describe number of wavelength channels K
in Section Il and obtaining Fig. 3 consisting of three planes (b)

took less than 1 1/2 hours on a 3 GHz Pentium based PC. We 4 C ation fimes f i o for K — 198
believe that rapid generation of these plots can be very helpﬁ;ﬂwit'h reg;nepcl: S)'?,gr;mg; for (2) with fespect to varygor K =
for converter provisioning purposes as will be described later

in the sequel. impact on packet blocking performance and these second order
The computation times for the cage = 128 andp = 0.5 traffic characteristics need to be taken into consideration for

are plotted in Fig. 4(a) as a function of the number dfccurately modelling optical packet switching systems. We

converterslV. We observe a faster than linear growth in thalso conclude that traffic shaping at the ingress of an OPS

execution times wherlV is small followed by an almost network that can reduce the SCV would also be effective in

linear behavior in execution times for a wide rangeldt reducing packet blocking inside the OPS core.

The execution times tend to grow slower than linear whén

approached(. The conclusion we draw from this observatiorB, Effect of Packet Length Distribution

is that growth. in the size of the converter bank .does n_OtIt is also interesting to study whether the blocking proba-
pose computatlonal problems as they would n algorithms W'H?Iities are sensitive to the packet length distribution for the
polynomial complexity. For the dual case W'W = 80 and Poisson arrival case. Recall that in the Erlang loss systems, the
4= 64" we obserye th‘f’“ the computation times tend to kéeervice time distribution influences the blocking probability
linear in K as depicted in Fig. 4(b). only through its mean, and the higher-order statistics do not
) ] o affect the blocking probabilities. Since the boundary cases

A. Effect of Packet Interarrival Time Distribution of W = 0 and W = K reduce to Erlang loss systems

We assume that the packet arrival process is phase type ahdome form, one might lead to the conclusion that the
we study the impact of the Squared Coefficient of Variatioblocking probabilities in the general PWC case, i@.<
(SCV), denoted byy, of packet interarrival times on packetiV < K, is also insensitive to the higher order statistics of the
blocking performance [37]. The SCV of a random variablpacket length distribution. To study this phenomenon, we take
is the variance divided by the squared mean of that randahree packet length distributions (exponential, deterministic,
variable and is indicative of its variability. For Poisson arrivaleyperexponential) all with the same mean but with different
v = 1, whereas fory < 1 we use the Erlang- distribution SCV values. We then fix{ = 32, and for different values
which hasy = 1/k and which hask phases. On the otherof W and p we obtain P, but we resort to simulations for
hand, the cases of > 1 can be obtained by using annon-exponential packet length distributions. The results are
appropriate two phase hyperexponential distribution (denotpresented in Table I. We observe that the blocking probabilities
by H,) with balanced means [37, pages 58-59]. Fig. far the PWC system with deterministic and hyperexponential
depicts the packet blocking probabilities as a function of thgacket lengths deviate slightly from the one with exponential
wavelength conversion ratio fak = 64, under two different packet lengths especially under the regime of low load and
loads and for different values of the SCV of the arrival processioderate number of TWCs. These results lead us to believe
Again for the PH-type case, we obtain a perfect match of thieat the corresponding insensitivity may not be perfect for
analytical results with those obtained using simulations. WRBN/C as in the Erlang loss systems but one can still make use
conclude that packet blocking probabilities are significantlyf exponential packet length distributions for approximating
lower for regularly spaced arrivals with relatively small SC\the behavior of non-exponential burst lengths. However, we
This observation demonstrates that not only the mean but afszie that studying the sensitivity to packet length distributions
the variance of packet interarrival times have a substantfat more general MAP arrivals is left for future research.
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Fig. 5. Blocking probabilityP, for K = 64 as a function ofr for different values of the squared coefficient of variatipn

TABLE |
PACKET BLOCKING PROBABILITIES FOR EXPONENTIAL DETERMINISTIC AND HYPEREXPONENTIAL PACKET LENGTH DISTRIBUTIONS IN A NUMBER OF
SCENARIOS
SCv=1 SCV=0 SCv=4
w (%95 Conf. Intervals) (%95 Conf. Intervals)
p=04
4 1.32E-01| 1.33E-01 £ 3.38E-05) || 1.31E-01 { 6.82E-05 )
12 || 7.37E-03 || 8.14E-03 {£ 1.39E-05) || 7.01E-03 {+ 2.27E-05)
20 || 6.76E-05 || 8.97E-05 f- 1.39E-06 ) || 5.59E-05 { 1.22E-06 )
28 || 2.86E-06 || 2.95E-06 - 2.89E-07 ) || 2.82E-06 { 1.27E-07 )
p=0.6
4 2.65E-01|| 2.66E-01 ¢ 7.13E-05) || 2.65E-01 £ 1.05E-04 )
12 || 9.25E-02 || 9.47E-02 {- 8.57E-05) || 9.18E-02 f+ 7.61E-05)
20 || 1.49E-02 || 1.65E-02 f- 5.18E-05)|| 1.43E-02 { 3.68E-05)
28 || 2.17E-03 || 2.24E-03 - 1.48E-05) || 2.12E-03 { 9.25E-06 )

C. Effect of Packet Arrival Process Correlation for three different correlation parameter valugsn a PWC

Another issue we study is the impact of the arrival proce§¥yStem withK' = 64 and for two different cases stemming
correlation on packet blocking probabilities. For this purposEom two different choices ofp. The results are again in
we use the method of [38] which introduces a correlation infFcordance with the simulation results in all cases validating

an arbitrary uncorrelated arrival process without changing tREF Proposed approach for MAP arrivals. Moreover, increase
marginals. As an example if we have a PH-type distributidR the correlation parameter also substantially increases the

characterized by the paiw,T) with T° = —Te, then the Packet blocking probability as would be expected whereas the
MAP defined by impact is more severe with increasing wavelength conversion
ratio.

C=T,D=01-{)T% —yT,0<p <1
has a lag-k autocorrelation between ttreandi + kth interar- D- Tradeoff Between Number of Channels and Converters

rival times in the formey® for some constant. A large value ~ We utilize this fast and exact blocking probability analy-
of the correlation parametep implies a slow decay of the sis technique for finding the minimum cost combination of
lag-k autocorrelation function and therefore strong correlationumber of wavelength channels and converters for achieving
On the other hand, a small yields weakened autocorrelationa given Grade of Service (GoS) requirement in optical packet
and in the limit wheny = 0 we obtain back the uncorrelatedswitching systems. While doing so, we assume arrivals are
phase-type process. As an example, we take an arrival prod@sgsson in all the examples although the proposed procedure
with hyperexponential (with balanced means) marginals wittan be applied to more general MAP arrivals as well. For
v = 16 and we incorporate autocorrelation into this proce$dg. 7-9, we assume a fixedl = 15. For a varying number

as described above. In Fig. 6, the packet blocking probabilit§ wavelengths per fiber (i.e.X), we iteratively find the

is plotted with respect to the wavelength conversion ratio minimum number of wavelength converters that meets a GoS
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Fig. 7. Number of converters required for a giv&p as a function of the Fi9- 8. Optimum operating poirtK’, W) for P, = 10~ as a function the
number of wavelength channels. cost parameted.

requirement expressed in terms@f The results are depictedslope —1/« that is tangent to the boundary of the feasibility
for different values ofP, in Fig. 7. The region above eachregion for P, = 10~*. As the cost of TWC increases, the
curve in Fig. 7 represents the feasibility set composed optimum operation point moves to a regime where fewer
(K,W) pairs satisfying the GoS requirement. For a fixedumber of converters are used in conjunction with a larger
offered traffic and target GoS expressed in termsPgfthe number of wavelength channels. The least cost solution has
trade-off between the number of wavelengths and numberafconversion ratior of about two thirds when TWCs are
converters is illustrated in Fig. 7. From Fig. 7, we obserwelatively inexpensive = 2). On the other hand, with
that lack of converters can be compensated by increasing thiatively high cost of conversior(= 15), conversion ratio
number of wavelength channels in order to achieve a targeteduces to about0% in the optimum solution.
GosS. The effects ofa and P, on the optimum conversion ratio
This trade-off is further investigated in Fig. 8 from theare studied in Fig. 9. We observe that the optimum con-
switch cost point of view. We assume that a TWC has a costrsion ratio quickly drops a& increases for different GoS
which is a times larger than the wavelength channel costonstraints, but the decrease rate slows dowix &ecomes
The points indicated in Fig. 8 are the optimum combination girohibitively high. The optimum conversion ratio increases
(K, W) resulting in the minimum switch cost with, = 10~* as the GoS constraint becomes more stringent, however the
for three different values ofy, o = 2,6,15. Each optimum dependence is not very strong, i.e., the conversion ratio is
point corresponds to the intersection of the equi-cost line mdlatively insensitive with respect to the targest
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proposed exact analysis method can be used for efficiently
and accurately calculating blocking probabilities even in very
large systems with hundreds of wavelength channels and
rare blocking probabilities. Moreover, using the analysis for
Markovian arrivals, we show that the variability of the interar-
rival times and the correlation in the packet traffic substantially
impact the blocking probabilities in asynchronous optical
packet switching systems and such second-order statistics alsc
need to be taken into account. The rapid calculation of the
packet blocking probabilities allows optimum provisioning of
bufferless OPS links when the cost relationship between a
wavelength channel and a wavelength converter is available.
Using an optimum provisioning procedure, we also study the
effects of arrival rate, GoS constraint and the converter cost

0.8 T
—— p =101
b_19-8
—O— Pb=10
0.7 ° Pb=10—4 B
206
o
c
9o
» 05
)
>
S
O 041
IS
=
£ o3
S 03¢
o
0.2
0.1 I I I L .

Fig. 9. Optimum conversion ratio as a function of the cost paramefer
P, =10"4,10-8 and10—12.
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Fig. 10. Optimum operating pointgk’, W) for P, = 10~® as a function
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(8]
Finally, the effect of the Poisson arrival rate on the [9]

optimum combination of(K, W) for different values ofa
is depicted in Fig. 10 forP, = 1072, In this figure, X is
increased from 10 to 50 in steps of 10. It is observed that
A increases, the optimurf¥<, W) pair moves approximately
along a line passing through the origin for all valuescof
we tested. The rate of this increase decreases with increaéi'rjrb
a since the minimum cost switch uses fewer convertera asj; o
increases. Consequently, we conclude that increasihgs a
minor effect on the optimum conversion ratio whememains 13!
constant.

ity

[14]
V. CONCLUSION

We propose an exact analytical method for exactly calcgl—5 !
lating blocking probabilities in OBS/OPS nodes employin
shared wavelength conversion on a share-per-link basis. The
method is first formulated for Poisson arrivals and then ex-
tended to the more general Markovian arrival process whi[:lnG]
is commonly used for traffic modelling in the Internet. The

on the optimum sizing of optical packet switching systems.
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