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Abstract— Theoretical limits on time-of-arrival (equivalently,
range) estimation are derived for multicarrier systems in the
presence of interference. Specifically, closed-form expressions are
obtained for Cramer-Rao bounds (CRBs) in various scenarios. In
addition, based on CRB expressions, an optimal power allocation
(or, spectrum shaping) strategy is proposed. This strategy con-
siders the constraints not only from the sensed interference level
but also from the regulatory emission mask. Numerical results
are presented to illustrate the improvements achievable with the
optimal power allocation scheme, and a maximum likelihood
time-of-arrival estimation algorithm is studied to assess the effects
of the proposed approach in practical estimators.

Index Terms— Ranging, time-of-arrival (TOA) estimation, in-
terference, orthogonal frequency division multiplexing (OFDM),
Cramer-Rao bound (CRB).

I. INTRODUCTION

Accurate position estimation in cellular networks can fa-
cilitate various applications and services such as enhanced-
911, improved fraud detection, location sensitive billing, intel-
ligent transport systems, and improved traffic management [1].
Also, for short-range networks, position estimation can enable
applications such as inventory tracking, intruder detection,
tracking of fire-fighters and miners, home automation and
patient monitoring [3], [4]. Commonly, position estimation
is performed in two steps [5]. In the first step, position
related signal parameters, such as time-of arrival (TOA), angle-
of-arrival (AOA), and received signal strength (RSS), are
estimated. Then, in the second step, the position is estimated
based on the signal parameters obtained in the first step.
Fingerprinting approaches or statistical techniques can be used
in the second step, depending on the accuracy requirements
and system constraints [5]. In order to improve positioning
accuracy, position related parameters in the first step should be
estimated as accurately as possible. Since the RSS parameter
cannot provide accurate position information and the AOA
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parameter commonly requires the use of multiple antennas,
the TOA parameter is usually employed for obtaining accurate
position information in wireless systems [6]–[10]. The focus
of this paper is on TOA (equivalently, range) estimation in
multicarrier systems.

Multicarrier signaling and, specifically, orthogonal fre-
quency division multiplexing (OFDM), is a suitable technique
for high data rate systems due to its unique characteristics,
such as robustness against inter-symbol interference (ISI) and
implementation simplicity provided by efficient fast Fourier
transform (FFT) algorithms. For these reasons it is considered
for a variety of applications such as wireless local area
networks, digital audio/video broadcasting, asymmetric digital
subscriber lines (ADSLs), 3GPP-LTE, and the IEEE 802.16
WiMAX standard [11]–[13]. Multicarrier signals can also
be employed for TOA estimation for positioning purposes
[14]–[17]. In [14], OFDM is studied for time-based range
estimation, and Cramer-Rao bounds (CRBs) and maximum-
likelihood (ML) estimators are derived. In [15] a positioning
system is investigated based on super-resolution TOA esti-
mation in OFDM systems for indoor environments and the
performance of various super-resolution TOA estimators is
compared via simulations. Also, positioning using both OFDM
based communications and the global navigation satellite
system (GNSS) is studied in [17], where time-difference-of-
arrival (TDOA) information from an OFDM system is utilized.

Since multicarrier systems have inherent frequency diver-
sity, it is crucial to exploit such a diversity for TOA (range)
estimation. In [18], the theoretical limits on range estimation
are studied for dispersed spectrum cognitive radio (CR) sys-
tems, which use a number of frequency bands in the spectrum.
A receiver with multiple branches is considered, where each
branch processes a narrowband signal at a different center
frequency, and the CRBs on range estimation are obtained.
In [19] the same problem is considered and practical two-step
range estimation algorithms are proposed. It is observed that
the frequency diversity in the system can be utilized for range
estimation. The same goal can be pursued exploiting space
diversity, as discussed in [20].

Although range estimation has been investigated for multi-
carrier systems, no studies have considered range estimation
for multicarrier systems in the presence of interference nor
have CRB expressions been obtained for range estimation
accuracy in that case. In addition, although it is known that the
coefficients of the subcarriers can be adjusted in various ways
to provide spectrum agility or capacity improvements [21], the
optimal power allocation for subcarriers for range accuracy
enhancement has not been investigated in the presence of
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fading and interference.
In this paper CRB expressions are derived for range estima-

tion in the presence of interference and an optimal power allo-
cation (or, spectrum shaping) strategy is proposed. Although
[25] deals with a related issue and focuses on the problem
of sampling clock frequency mismatch between a transmitter
and a receiver in an OFDM system, the CRB expressions
obtained in that study are concerned with the estimation of
clock frequency offset between the transmitter and the receiver,
and it is assumed that no interference exists in the system.
Channel delay estimation, and implicitly TOA estimation,
is also addressed in [26] in the context of multiple-input
multiple-output OFDM systems. However, the main issue
there is to separate signals arriving from different transmitting
antennas.

An additional contribution of our study is the development
of an optimal power allocation strategy for minimizing the
CRB on time delay estimation under practical constraints (such
as the regulatory limits on the power spectral density), and the
investigation of an ML TOA estimation algorithm in order to
assess the effects of the optimal power allocation algorithm in
practical systems. Numerical results and simulation examples
are provided to compare conventional and optimal power
allocation strategies.

In summary the main contributions of our investigation are:
• A closed-form expression of the CRB for range estima-

tion in multicarrier systems in the presence of interfer-
ence.

• An optimal power allocation (or, spectrum shaping) strat-
egy based on the CRB expressions.

• The derivation of the ML TOA estimator and the assess-
ment of the optimal spectrum shaping on the estimator
performance.

It is worth noting that the problem formulation and its
solution can be viewed as the counterparts of the capacity
maximization problem and the corresponding water-filling
algorithm [21], [27]. Also, the results of this study can be
exploited for positioning systems employing detection and
avoidance (DAA) techniques, perhaps working under the CR
paradigm, since interference awareness and feedback from
receiver to transmitter are considered in the theoretical analysis
[22]–[24]. Another motivation for this study is that the range
estimation accuracy of practical multicarrier systems can be
improved via the proposed approaches since both interference
and regulatory constraints are taken into account in the anal-
ysis. Since multicarrier signaling has recently been employed
in many systems, and positioning applications are becoming
more and more popular, accurate range estimation in practical
multicarrier systems is of significant importance.

It should also be emphasized that the difference of the
CRB expressions for multicarrier systems in this work from
the other studies in the literature is mainly in the presence
of interference. As discussed in Section IV, the performance
limits on TOA estimation strongly depend not only on the
interference power but also on the strategy adopted to coun-
teract it. In particular it is shown that the frequency diversity
can be efficiently exploited using all the signal sub-carriers
rather than only those without interference.

The remainder of the paper is organized as follows. In
Section II a multicarrier signal model is introduced. Various
CRBs for TOA estimation are derived in Section III for general

and special cases. In Section III-C the CRB expressions are
exploited to formulate a power allocation strategy that maxi-
mizes the range estimation accuracy. Performance evaluations
are presented in Section IV and concluding remarks are made
in Section V.

II. SIGNAL MODEL

Thanks to their flexibility in utilizing the radio spectrum,
multicarrier signals are commonly employed in communica-
tion systems. In this paper a multicarrier signaling scheme is
adopted and the transmitted baseband signal is modeled as1

s(t) =
K∑

k=1

√
wk p(t) e 2πfkt , (1)

over the symbol interval [−Ts/2, Ts/2]. In this equation fk =
(k−K/2)∆ is the kth subcarrier frequency shift with respect
to the center frequency, ∆ is the subcarrier spacing, and p(t) is
a pulse with duration Ts and energy Ep. The weights wk ≥ 0
permit spectrum shaping and

Pt =
Ep

Ts

K∑

k=1

wk (2)

represents the power of the baseband signal.2 In practice,
the weights wk are limited by peak power constraints, as is
detailed in Section III-C when considering the optimal signal
spectrum.

Assuming that ∆ is small compared to the channel coher-
ence bandwidth, so that each subcarrier experiences locally
flat fading [27], it can be shown that the baseband received
signal corresponding to (1) is

r(t) ∼= sr(t− τ) + z(t) , (3)

with

sr(t) =
K∑

k=1

αk
√

wk p(t) e 2 πfkt , (4)

where τ is the propagation delay, αk = ake φk denotes
the complex channel coefficient at frequency fk, and z(t) is
the total disturbance due to thermal noise and interference.
In particular, z(t) is the sum of two terms, say zN (t) and
zI(t), where zN (t) is complex additive white Gaussian noise
(AWGN) with spectral density N0 for each component, and
zI(t) is a stationary interference term with power spectral
density SI(f) for each component. Thus, the power spectral
density of each component of z(t) is Sz(f) = N0 +SI(f). In
addition, the interference is modeled as a zero-mean complex
Gaussian process. The approximation of interference by a
zero-mean complex Gaussian process is justified in [34] for
the case in which the interferers also employ a multicarrier
signaling scheme.

It should be noted that the received signal model in (3)-(4)
applies to a multipath channel, and the propagation delay τ
approximately represents the delay of the shortest path.3 For

1A guard interval between symbols is assumed to avoid inter-symbol
interference at the receiver.

2The corresponding RF power is Ep

2Ts

PK
k=1 wk .

3This approximation is quite accurate in the presence of line-of-sight
propagation.



3

example, with line-of-sight propagation τ coincides with the
delay of the direct path and, under such conditions, τ is related
to the range (distance) between the transmitter and the receiver.
Based on a number of range estimates between a terminal and
a number of reference devices, the position of the terminal can
be estimated [5].

III. CRBS ON TOA ESTIMATION IN THE PRESENCE OF
INTERFERENCE

In this section we consider the best achievable accuracy in
estimating the TOA parameter τ from the observation of r(t)
in the presence of interference.4

The Fourier transform of sr(t− τ) in (4) is

Sr(f, θ) =
K∑

k=1

αk
√

wk P (f − fk) e− 2πfτ , (5)

where P (f) is the Fourier transform of p(t), and θ ,
[τ a1 · · · aK φ1 · · ·φK ] is a vector collecting all the channel
parameters. In computing the CRB for the estimation of τ , two
different approaches can be adopted. In one case, called joint
bounding, the estimation process concerns all the components
of θ and a bound is derived for each of them. In the other
case the focus is on τ alone and the other components of
θ are regarded as known parameters. This is referred to as
conditional bounding [30].

A. Joint Bounding

As the disturbance z(t) is colored, we assume without loss
of generality that the received signal is first passed through a
whitening filter with a frequency response [31]

|H(f)|2 =
1

Sz(f)
· (6)

Accordingly, the log-likelihood function can be written as5

lnΛ(θ̃) = <




∞∫

−∞
x(t)u∗(t, θ̃)dt



− 1

2

∞∫

−∞
|u(t, θ̃)|2dt (7)

where θ̃ is a possible value of θ, x(t) = r(t) ⊗ h(t) is the
convolution of the received waveform r(t) with the impulse
response of the whitening filter h(t), u(t, θ̃) = s̃r(t−τ̃)⊗h(t),
and

s̃r(t) =
K∑

k=1

α̃k
√

wk p(t)ej2πfkt . (8)

The derivation of (7) is presented in Appendix A.
Equivalently, the whitening operation can be performed by

correlating r(t) with a pulse g(t, θ̃) with the following Fourier
transform [31]

G(f, θ̃) ∝ S̃r(f, θ̃)/Sz(f) (9)

4The observation interval is assumed sufficiently long so as to comprise the
whole received signal notwithstanding the a priori uncertainty on the actual
value of τ .

5<{x} and ={x} denote the real and the imaginary parts of x, respectively.

and the log-likelihood function is obtained as [31]

lnΛ(θ̃) = <
{∫ ∞

−∞
r(t) g∗(t, θ̃) dt

}

− 1
2

∫ ∞

−∞
s̃r(t− τ̃) g∗(t, θ̃) dt . (10)

The derivation of (10) is presented in Appendix B.
The CRB for TOA estimation is computed as

Var (τ̂) ≥ [
J−1

]
1,1

= CRB , (11)

where J is the Fisher information matrix (FIM) with elements
[31], [33]

[J ]m,n = <
{∫ ∞

−∞

∂S̃∗r (f, θ)
∂θ̃m

S−1
z (f)

∂S̃r(f, θ)
∂θ̃n

df

}
.

(12)

In (12), θ̃n is the nth element of θ̃ and, with a slight abuse
of notation, ∂S̃r(f, θ)/∂θ̃n denotes the partial derivative of
S̃r(f, θ̃) with respect to θ̃n computed for θ̃ = θ.

After some manipulations from (5) and (12) it is found that6

J =




Jττ Jτa Jτφ

JT
τa Jaa Jaφ

JT
τφ JT

aφ Jφφ


 , (13)

where the elements of J are expressed as follows:

Jττ = 4π2<
{

K∑

k=1

K∑

l=1

α∗kαl
√

wkwl yk,l(2)

}
, (14)

[Jτa]m = −2π
√

wm =
{

ejφm

K∑

k=1

α∗k
√

wk yk,m(1)

}
, (15)

[Jτφ]m = −2π
√

wm <
{

αm

K∑

k=1

α∗k
√

wk yk,m(1)

}
, (16)

[Jaa]m,n =
√

wmwn <
{

ej(φn−φm)ym,n(0)
}

, (17)

[Jaφ]m,n = −√wmwn =
{
e−jφmαnym,n(0)

}
, (18)

[Jφφ]m,n =
√

wmwn <{α∗mαnym,n(0)} , (19)

with

ym,n(i) ,
∞∫

−∞
f iS−1

z (f)P ∗(f − fm)P (f − fn) df , (20)

for i = 0, 1, 2 and m, n = 1, 2, . . . , K.
Inspection of (13) reveals that the FIM can be put in the

form of

J =
[
Jττ B
BT C

]
, (21)

with B , [Jτa Jτφ ] and C ,
[
Jaa Jaφ

JT
aφ Jφφ

]
. Thus, substitut-

ing (21) into (11) yields

CRB =
(
Jττ −BC−1BT

)−1
. (22)

Equation (22) takes simpler forms in the following special
cases.

6AT is the transpose of A.
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1) Disjoint Spectra: If |P (f)| is approximately zero outside
−∆/2 ≤ f ≤ ∆/2, from (20) we have ym,n(i) = 0 for m 6= n
and (14)–(19) become

Jττ = 4π2
K∑

k=1

|αk|2 wk ηk(2) , (23)

Jτa = 0 , (24)
[Jτφ]m = −2πwm|αm|2ηm(1) , (25)
Jaa = diag {w1η1(0), w2η2(0), . . . , wKηK(0)} , (26)
Jaφ = 0 , (27)
Jφφ = diag

{
w1|α1|2η1(0), . . . , wK |αK |2ηK(0)

}
, (28)

with

ηk(i) ,
∞∫

−∞
f iS−1

z (f)|P (f − fk)|2df , i = 0, 1, 2 . (29)

Thus, substituting (23)-(28) into (22) yields

CRB =
(
Jττ − JτφJ−1

φφJT
τφ

)−1

=

(
K∑

k=1

wk λk

)−1

, (30)

with

λk = 4π2|αk|2
(

ηk(2)− η2
k(1)

ηk(0)

)
. (31)

We see that the contribution of each subcarrier to the CRB
is determined by the corresponding weight wk, the squared
channel gain |αk|2, the spectrum of pulse p(t), and the power
spectral density SI(f) of the interference around fk. It should
be noted that expression (31) does not require any alignment
between the interferer center frequency and the subcarrier
frequencies.

2) Slowly-varying Sz(f): The coefficient λk in (31) can be
further simplified assuming Sz(f) ∼= Sz(fk) = N0 + SI(fk)
for |f − fk| ≤ ∆/2 ∀k. Correspondingly (29) becomes

ηk(i) ∼= 1
Sz(fk)

∞∫

−∞
f i|P (f − fk)|2df

=
1

Sz(fk)

∞∫

−∞
(f + fk)i|P (f)|2df .

(32)

Then, defining

βi , 1
Ep

∞∫

−∞
f i|P (f)|2df i = 1, 2 (33)

and bearing in mind that
∞∫

−∞
|P (f)|2df = Ep , (34)

we obtain

ηk(2) =
Ep

Sz(fk)
(β2 + 2fkβ1 + f2

k ) , (35)

ηk(1) =
Ep

Sz(fk)
(β1 + fk) , (36)

ηk(0) =
Ep

Sz(fk)
. (37)

Finally, substituting (35)-(37) into (31) produces

λk =
4π2Ep|αk|2 (β2 − β2

1)
N0 + SI(fk)

. (38)

The physical meanings of β2 and β1 are as follows. From
(33) we recognize that β2 gives the mean-squared bandwidth
of p(t) while β1 represents the skewness of the spectrum
|P (f)|2. Note that, if p(t) is real valued, |P (f)| is an even
function and β1 is zero. In that case, λk is proportional to the
multiplication of the mean-squared bandwidth and the signal-
to-interference-plus-noise ratio (SINR) at subcarrier k. On the
other hand, ηk(i) in (32) represents the ith moment of the pulse
spectrum P (f) normalized to the spectrum of the interference.

Equation (38) indicates that the contribution of the kth
subcarrier is proportional to |αk|2/(N0 + SI(fk)). Thus, λk

gets larger and the CRB reduces as the channel gain increases
and/or the interference spectral density around fk decreases.

The use of λk’s in (38) is based inherently on the condition
that the subcarrier frequency bands align exactly with the
boundaries of the frequency ranges over which the interference
spectral density SI(f) can be approximated by a constant. In
case this condition is violated, (31) can still be resorted to find
λk’s, but this approach involves more computational complex-
ity. Note that the assumption of a slowly-varying Sz(f) serves
only to simplify the computation of the coefficients λk. If the
assumption does not hold, equation (30) is still valid but the
λk must be derived from (29) and (31) with some extra effort.

B. Conditional Bounding
Assuming that the components of θ are all known except

for τ , the CRB for TOA estimation can be derived from (11)-
(12) by considering the estimation of a single parameter. As
a result we get

CRB =
∫ ∞

−∞

∣∣∣∣∣
∂S̃r(f, θ)

∂τ̃

∣∣∣∣∣

2

S−1
z (f) df = [Jττ ]−1

, (39)

where Jττ is still as in (14). Comparison with (30) reveals
that the conditional bound is equal or less than the joint
bound. This is intuitively clear because precise information
on parameters [a1 · · · aK φ1 · · ·φK ] is assumed in (39).

1) Disjoint Spectra and Slowly-varying Sz(f): In this case,
Jττ and ηk(2) are given by (23) and (35), respectively. Thus,
the CRB takes the same form as in the joint bounding case
(c.f. (30)):

CRB =

(
K∑

k=1

wk λ̄k

)−1

, (40)

with

λ̄k , 4π2Ep|αk|2 (β2 + 2fkβ1 + f2
k )

N0 + SI(fk)
. (41)

Note that the difference

λ̄k − λk =
4π2Ep|αk|2 (β1 + fk)2

N0 + SI(fk)
(42)

is positive so that λ̄k > λk . This agrees with our intuition that
conditional bounding gives a lower CRB than joint bounding.
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C. Optimal Weights

Now we concentrate on the weight assignment that mini-
mizes the CRB. It is assumed that the interference spectral
density SI(f) is known or estimated, which is commonly
possible in a system employing DAA or, more generally, CR
techniques [22], [23], [28], [29]. In Section IV, the effects of
uncertainties in the knowledge of SI(f) will be investigated.
The optimal weights must satisfy constraints on the emitted
signal spectrum imposed by regulatory masks (for example,
the FCC mask for ultra-wide bandwidth signals [35]). Let
B(f) denote the equivalent baseband version of the power
spectral density mask. Then, defining w , (w1, w2, . . . , wK)T

and λ , (λ1, λ2, . . . λK)T (c.f. (30) and (40)), the optimal
weights are found as the solution of the following problem:

maximize
w

λT w (43)

subject to

1T w ≤ 1 (44)
w ≥ 0 (45)
w ≤ b (46)

where x ≤ y means that each element of x is smaller than
or equal to the corresponding element of y, 1 is the vector of
all ones, b , [b1 b2 · · · bK ]T , and bk , B(fk)∆/Pt is the
normalized emission power constraint on the kth subcarrier.

This is a classical linear programming problem and its
solution can be obtained in closed-form as follows: Without
loss of generality assume that the λk are in a decreasing order,7
i.e., λ1 > λ2 > · · · > λK . Then, the optimal weights are
recursively computed as

w
(opt)
i = min



bi , 1−

i−1∑

j=1

w
(opt)
j



 , (47)

for i = 2, 3, . . . , K, with w
(opt)
1 = min{1, b1}. The derivation

of (47) is presented in Appendix C.
An alternative way of writing (47) is

w
(opt)
1 = min{1, b1} ,

w
(opt)
2 = min{1− w

(opt)
1 , b2} ,

w
(opt)
3 = min{1− w

(opt)
1 − w

(opt)
2 , b3} ,

...

(48)

and so on. This result has the following intuitive interpretation.
We start by selecting the best subcarrier (the one associated to
the largest component of λ) and we assign to it the maximum
allowed power, which is min{1, b1}. Next, we select the
best of the remaining subcarriers and again assign to it the
maximum allowed power (which is the minimum between b2

and the residual power 1 − w
(opt)
1 ). We proceed in this way

until all the available power is used or no other subcarriers are
available (which happens if

∑K
i=1 bi ≤ 1).

7The solution can easily be extended to the case in which two or more λk
are equal.

IV. PERFORMANCE EVALUATION

In this section numerical results for the CRBs are obtained
and the effects of the optimal weight selection on the accuracy
of TOA estimation are investigated in the absence/presence
of interference. Also, the ML TOA estimation algorithm is
derived and its performance is evaluated by simulation to
assess the impact of the optimal weight selection on a practical
estimator.

A. ML TOA Estimation Algorithm
Without loss of generality we assume that {1, 2, . . . , K̄},

with K̄ ≤ K, is the subset of indices k corresponding to
wk > 0. Then (4) can be written in the equivalent form

sr(t) =
K̄∑

k=1

αk
√

wk p(t) e 2 πfkt . (49)

Letting gk(t) =
√

wkp(t)ej2πfkt ⊗ h(t) and taking (49) into
account, the log-likelihood function reads

lnΛ(θ̃) = <




K̄∑

k=1

α̃∗kxk(τ̃)



− 1

2

K̄∑

k=1

K̄∑

l=1

α̃∗kα̃lρk,l (50)

with

xk(τ̃) =

∞∫

−∞
x(t)g∗k(t− τ̃)dt (51)

and

ρk,l =

∞∫

−∞
g∗k(t− τ̃)gl(t− τ̃)dt =

∞∫

−∞
g∗k(t)gl(t)dt

=

∞∫

−∞
G∗k(f)Gl(f)df

=
√

wk
√

wl

∞∫

−∞
P ∗(f − fk)P (f − fl)|H(f)|2df (52)

Using a matrix notation, (50) can be written as

ln Λ(θ̃) = <
{

α̃Hx(τ̃)
}
− 1

2
α̃HRα̃ (53)

where α̃ = [α̃1, α̃2, . . . , α̃K̄ ]T , x(τ̃) =
[x1(τ̃), x2(τ̃), . . . , xK̄(τ̃)]T , and R is the Hermitian K̄ × K̄
correlation matrix

R =




ρ1,1 ρ1,2 · · · ρ1,K̄

ρ2,1 ρ2,2 · · · ρ2,K̄
...

...
. . .

...
ρK̄,1 ρK̄,2 · · · ρK̄,K̄


 . (54)

Our goal is to maximize (53) with respect to τ̃ and α̃. To
this purpose, taking τ̃ fixed and letting α̃ vary, the maximum
of (53) is achieved for

α̂ = R−1x(τ̃) (55)

Next, substituting (55) in (53) and maximizing with respect to
τ̃ produces

τ̂ = arg max
τ̃

{
xH(τ̃)R−1x(τ̃)

}
. (56)
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Fig. 1.
√

CRB versus Ep/N0 for optimal and conventional (uniform)
algorithm in the absence of interference.

The last equation gives the desired ML estimate of τ . The
ML estimate of α is obtained from (55) by replacing τ̃ with
τ̂ (however, we are not interested in estimating α).

From (52) it can be seen that, under the disjoint spectrum
assumption made in Section III-A, we have ρk,l = 0 for k 6= l.
Accordingly, (56) becomes

τ̂ = arg max
τ̃





K̄∑

k=1

ρ−1
k,k |xk(τ̃)|2



 . (57)

It should be noted that the time delay estimators in (56)
and (57) require a simple one-dimensional search, whose
complexity increases only linearly with the duration of the
search interval.

B. Numerical Examples
A scenario with a subcarrier spacing ∆ = 1 MHz and K =

128 subcarriers is considered. The channel coefficients αk

are modeled as independent complex-valued Gaussian random
variables with unit average power. The results are obtained by
averaging over 500 independent channel realizations. Pulse
p(t) in (1) is modeled as a sinc pulse; namely, p(t) =√

Ep ∆ sin(πt∆)/(πt∆). Parameters β1 and β2 in (33) are
set to 0 and ∆2/12 , respectively. The results are expressed
in terms of the square-root of the CRB on the ranging error,
which is computed as the product of the square-root of the
CRB on TOA error multiplied by the speed of light.

In Fig. 1 the square-root of the CRB (in meters) is plotted
against Ep/N0 in the absence of interference for the optimal
algorithm (whose weights are computed from (47)) and for
the conventional algorithm that assigns equal weights to the
subcarriers (uniform). It is assumed that wk cannot exceed
2/K, which implies that the power constraint defined in
Section III-C is specified by bk = 2/K for k = 1, . . . ,K. Both
joint and conditional bounds are drawn (see Sections III-A and
III-B). The figure shows that a gain of about 3 dB in terms
of Ep/N0 is obtained with the optimal weights. However,
the conditional bounding gives very low (optimistic) results
compared with the joint bounding for it assumes knowledge
of the channel gains. Henceforth we concentrate on joint
bounding.
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Fig. 2. RMSE versus Ep/N0 for the practical TOA estimation algorithms
based on optimal and uniform weight assignments. Also, the CRBs are
illustrated for both cases. No interference is assumed in this scenario.
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Fig. 3. RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density in the
interval 23 ≤ k ≤ 106. In this scenario, the subcarriers with interference are
not used (interference avoidance).

Next, the performance of the ML TOA estimator in (57) is
investigated for optimal and uniform weight assignments. The
aim is to see whether the optimal assignment, which is based
on the CRB minimization, is also effective in practical TOA
estimators. In Fig. 2, the root-mean-squared error (RMSE) of
the TOA estimator is shown with optimal and uniform weights
and is compared with the corresponding CRBs. It is seen that
the optimal weights also improve the performance of the TOA
estimator.

Now we concentrate on the effects of interference. The
system parameters are all as before. The interference spectral
density SI(f) takes a constant value of NI = 2N0 for the
subcarrier indices from 23 to 106 while it is zero elsewhere. In
Fig. 3 the performance of the TOA estimator and the CRB are
illustrated with optimal and conventional (uniform) weights
in the case of an interference avoidance strategy. This means
that the transmitted power is set to zero at the subcarriers
with interference (i.e., wk = 0 for 23 ≤ k ≤ 106) while
uniform or optimal power allocation is used with the remaining
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Fig. 4. RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density in the
interval 23 ≤ k ≤ 106. In this scenario, the subcarriers with interference are
also used.

subcarriers. Unlike Fig. 2, it is seen that the optimal and
uniform allocation strategies provide the same TOA estimation
accuracy in this case. In addition, it is observed that the
estimation errors increase significantly in the presence of
interference when the subcarriers with interference are not
utilized. In Fig. 4 the same scenario is considered except
that all the subcarriers can now be employed. In this case,
it is observed that the optimal algorithm improves both the
CRB and the TOA estimation accuracy of the ML algorithm
compared to the conventional (uniform) algorithm. In addition,
the mean error values are smaller than those in the interference
avoidance case, as expected (see Fig. 3).8 We conclude that
subcarriers with interference should be employed to better
utilize the frequency diversity and enhance TOA estimation
performance.

The improvement obtainable by using all the subcarriers
(instead of the interference-free ones only) depends on the
interference power and the number of subcarriers with interfer-
ence. Specifically, the improvement reduces as the number of
subcarriers with interference decreases and/or the interference
power increases. Figs. 5 and 6 show the CRB and the perfor-
mance of the ML TOA estimator for interference-avoidance
and no-avoidance cases, respectively, when the interference
spectrum extends from subcarrier 49 to subcarrier 80 with a
spectral density of NI = 4N0. We see that the gain achieved
by exploiting all the subcarriers is less significant compared
with the scenarios discussed in Figs. 3 and 4. Still, a significant
advantage is obtained with the optimal weights in place of the
conventional ones.

In order to explain the mechanisms behind the results in
Fig. 5 and Fig. 6, Fig. 7 illustrates a realization of the
channel coefficients and the corresponding optimal weights at
Ep/N0 = 30 dB in two cases: one using only the interference-
free subcarriers (interference avoidance) (Fig. 7-(c)), the other

8For the sake of fairness it should be noted that the transmitted signal
powers (see (2)) are not the same in Figs. 4 and 5 due to the power constraint,
2/K. Specifically, in the former

PK
k=1 wk equals 2

128
×44 = 0.6875 while

in the latter it is unity.
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Fig. 5. RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density of 4N0
in the interval 49 ≤ k ≤ 80. In this scenario, the subcarriers with interference
are not used (interference avoidance).
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Fig. 6. RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density of 4N0
in the interval 49 ≤ k ≤ 80. In this scenario, the subcarriers with interference
are also used.

employing all the subcarriers (Fig. 7-(d)). In agreement with
(30) and (47) we see that the subcarriers with large λk’s
and/or small interference are favored in the optimal spectrum.
Correspondingly, the optimal power allocation algorithm pro-
vides improved TOA estimation performance compared to the
uniform algorithm, as can be seen in Fig. 6.

Fig. 8 illustrate how the power of the interference dy-
namically affects the CRB and the performance of the ML
TOA estimator through the signal-to-interference ratio (SIR).
An increase in the interference spectral density results in an
increase in the RMSE of the ML TOA estimator while the
corresponding CRB is not influenced significantly since only
one fourth of the subcarriers experience interference. It is also
observed that, as the interference power decreases, the gain
from the utilization of the optimal power allocation scheme
increases in both scenarios.

Finally, the sensitivity of the CRBs and the ML estimators
to spectral estimation errors is investigated. It is assumed that
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Fig. 8. RMSE versus SIR (defined as Ep/NI ) for the optimal and
conventional (uniform) algorithms in the presence of interference in the
interval 49 ≤ k ≤ 80, where Ep/N0 = 20 dB. In this scenario, the
subcarriers with interference are also used.

interference spectral density SI(f) takes a constant value of
NI = 4N0 for the subcarrier indices from 23 to 106 while it
is zero elsewhere. Assuming that the spectral estimation error
can be modeled as a zero-mean Gaussian random variable
with variance σ2

e , Table I presents the RMSE values of the
ML estimators and the CRBs for the optimal and uniform
power allocation strategies for various spectral estimation error
variances at Ep/N0 = 30 dB for the scenario in which all
the subcarriers are used. It is observed that an increase in
the uncertainty of spectral estimation (that is, σ2

e ) leads to
an increase in the CRB and the RMSE of the ML TOA
estimator for the optimal power allocation strategy. On the
other hand, when the uniform power allocation strategy is
used, the performance is not affected by the spectral esti-
mation errors. The reason for this is that the optimal power

allocation strategy uses the knowledge of the interference
level whereas the uniform one always assigns equal powers
to all the subcarriers irrespective of the interference level.
Although the optimal power allocation strategy is affected
by the spectral estimation errors, it is also noted that its
performance is consistently superior to that of the uniform
power allocation strategy even for substantially high values of
spectral estimation errors. This demonstrates the robustness of
the optimal power allocation scheme against uncertainties in
the spectral estimation mechanism of the system.

TABLE I
RMSE (IN METERS) VS. SPECTRUM ESTIMATION ERROR VARIANCE, σ2

e .

σ2
e = 0 σ2

e = 0.5 σ2
e = 1 σ2

e = 1.5
Estimator - Optimal 8.402 8.565 8.622 8.720
Estimator - Uniform 10.58 10.58 10.58 10.58√

CRB - Optimal 5.611 5.681 5.718 5.750√
CRB - Uniform 7.617 7.617 7.617 7.617

V. CONCLUSIONS

Theoretical limits on TOA estimation have been studied for
multicarrier systems in the presence of interference. Specif-
ically, closed form CRB expressions have been obtained
for TOA estimation. Based on these expressions an optimal
signal power allocation strategy has been proposed, which
considers both the interference spectrum and the regulatory
emission mask. The CRB and the performance of the ML
TOA estimator have been investigated via numerical examples.
It has been observed that the intuitive interference avoidance
strategy, which assigns signal power only to the interference-
free subcarriers, is not optimal. In other words, the frequency
diversity can be utilized more efficiently if all the subcarriers,
including the ones with interference, are employed for TOA
estimation. The results provide guidelines for time delay
estimation in multicarrier systems, such as 3GPP-LTE and
IEEE 802.16 WiMAX.

APPENDIX

A. Derivation of (7)
The likelihood function at the output of the whitening filter

h(t) can be written as [32]

Λ̄(θ̃) = exp



−

∞∫

−∞

∣∣∣x(t)− u(t, θ̃)
∣∣∣
2

dt



 (58)

where the interference plus noise power spectral density Sz(f)
is taken to be unity since the total disturbance z(t) is already
whitened. Expanding the term inside the curly braces, we get

Λ̄(θ̃) = exp

{
−

∞∫

−∞
|x(t)|2 dt + 2<

{ ∞∫

−∞
x(t)u∗(t, θ̃)

}

−
∞∫

−∞

∣∣∣u(t, θ̃)
∣∣∣
2

dt

}
. (59)

Note that the first term inside the exponent of (59)
does not involve the channel parameter vector θ̃ =
[τ a1 · · · aK φ1 · · ·φK ] to be estimated, and hence it can
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be neglected in finding the estimate θ̂ that maximizes the
likelihood function. Dividing the rest of the exponent by 2
yields the following equivalent likelihood function

Λ(θ̃) = exp



<

{ ∞∫

−∞
x(t)u∗(t, θ̃)dt

}
− 1

2

∞∫

−∞

∣∣∣u(t, θ̃)
∣∣∣
2

dt





(60)
since taking the square root of an always positive objective
function has no effect on the maximizing parameter value.
From (60), the corresponding log-likelihood function can be
written as

lnΛ(θ̃) = <




∞∫

−∞
x(t)u∗(t, θ̃)dt



− 1

2

∞∫

−∞

∣∣∣u(t, θ̃)
∣∣∣
2

dt.

(61)

B. Derivation of (10)

Substitution of

x(t) = r(t)⊗ h(t) =

∞∫

−∞
r(z)h(t− z)dz (62)

and

u(t, θ̃) = s̃r(t− τ̃)⊗ h(t) =

∞∫

−∞
s̃r(z − τ̃)h(t− z)dz (63)

into the log-likelihood function in (7) gives

lnΛ(θ̃) =

<




∞∫

−∞

∞∫

−∞
r(z)h(t− z)dz

∞∫

−∞
s̃∗r(v − τ̃)h∗(t− v)dv dt





−
{

1
2

∞∫

−∞

∞∫

−∞
s̃r(z − τ̃)h(t− z)dz

∞∫

−∞
s̃∗r(v − τ̃)h∗(t− v)dv dt

}
. (64)

Defining a new function

Q(z, v) ,
∞∫

−∞
h(t− z)h∗(t− v)dt

=

∞∫

−∞
h(t)h∗(t− v + z)dt (65)

leads to the following expression for the log-likelihood func-
tion:

lnΛ(θ̃) = <




∞∫

−∞
r(z)

∞∫

−∞
Q(z, v)s̃∗r(v − τ̃)dv dz





−




1
2

∞∫

−∞
s̃r(z − τ̃)

∞∫

−∞
Q(z, v)s̃∗r(v − τ̃)dv dz



 . (66)

The expression in (66) can be further simplified by defining

g(t, θ̃) ,
∞∫

−∞
Q∗(t, v)s̃r(v − τ̃)dv (67)

which results in the same expression for log-likelihood func-
tion as in (10); i.e.,

ln Λ(θ̃) = <




∞∫

−∞
r(t) g∗(t, θ̃)dt





− 1
2

∞∫

−∞
s̃r(t− τ̃) g∗(t, θ̃)dt . (68)

The Fourier transform G(f, θ̃) of g(t, θ̃) can be computed as

G(f, θ̃) =

∞∫

−∞
g(t, θ̃)e− 2πftdt

=

∞∫

−∞
s̃r(v − τ̃)

∞∫

−∞
Q∗(t, v)e− 2πftdt dv

=

∞∫

−∞
s̃r(v − τ̃)

∞∫

−∞
h∗(u)

∞∫

−∞
h(u− v + t)e− 2πftdt dudv

=

∞∫

−∞
s̃r(v − τ̃)e− 2πfv

∞∫

−∞
h∗(u)e 2πfu

∞∫

−∞
h(u− v + t)e− 2πf(t+u−v)dtdudv

=

∞∫

−∞
h(t)e− 2πftdt

∞∫

−∞
h∗(u)e 2πfudu

∞∫

−∞
s̃r(v − τ̃)e− 2πfvdv

= |H(f)|2 S̃r(f, θ̃) =
S̃r(f, θ̃)
Sz(f)

(69)

where S̃r(f, θ̃) is the Fourier transform of s̃r(t − τ̃) in (8),
and the final expression in (69) proves (9).

C. Derivation of (47)

In this appendix we show that (48) is the solution of the
maximization problem (43). The proof is recursive, i.e., we
first show that w

(opt)
1 = min{1, b1}, then w

(opt)
2 = min{1 −

w
(opt)
1 , b2}, next w

(opt)
3 = min{1 − w

(opt)
1 − w

(opt)
2 , b3} and

so on.
We begin with proving that w

(opt)
1 = min{1, b1}. As a first

step in this direction we observe that w
(opt)
1 must be smaller

than or equal to min{1, b1}. This is so because (44)-(45)
require w

(opt)
1 ≤ 1, while (46) requires w

(opt)
1 ≤ b1. Thus,

it must be:

w
(opt)
1 = min{1, b1} − δ , δ ≥ 0 . (70)
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We maintain that assuming δ > 0 leads to a contradiction.
In fact, we show that, if the optimal solution w(opt) =
(w(opt)

1 , w
(opt)
2 , . . . , w

(opt)
K )T has the first component smaller

than min{1, b1}, then a vector w can be found that satis-
fies (44)-(46) and has a scalar product λT w greater than
λT w(opt).

To proceed, we distinguish two cases, say (a) and (b),

according to whether δ is smaller or greater than
n∑

k=2

w
(opt)
k .

1) Case (a): Assume 0 < δ ≤
n∑

k=2

w
(opt)
k and introduce the

parameter

α , δ

(
n∑

k=2

w
(opt)
k

)−1

. (71)

Note that 0 < α ≤ 1. Now consider a vector w such that

w1 = min{1, b1} (72)

and
wk = (1− α)w(opt)

k , k = 2, 3, . . . , K . (73)

Such a vector satisfies (45) because its components are all
non-negative. It also satisfies (46) because w1 ≤ b1 (see (72))
and wk < w

(opt)
k ≤ bk (k = 2, 3, . . . ,K) as a consequence

of (73). Finally, it satisfies (44) because from (72)-(73) it is
found that 1T w = 1T w(opt) ≤ 1.

Next consider the scalar product λT w. We have

λT w = λ1 min{1, b1}+
K∑

k=2

λkwk

= λ1 min{1, b1}+
K∑

k=2

λkw
(opt)
k − α

K∑

k=2

λkw
(opt)
k

> λ1 min{1, b1}+
K∑

k=2

λkw
(opt)
k − αλ1

K∑

k=2

w
(opt)
k

= λ1 min{1, b1}+
K∑

k=2

λkw
(opt)
k − λ1δ

= λT w(opt) (74)

where the passage from the first to the second line follows
from the fact that λ1 is the largest λk, while the passage from
the second to the third line is a consequence of (71). Equation
(74) indicates a contradiction since λT w(opt) is the maximum
possible value of λT w.

2) Case (b): Suppose

δ >

n∑

k=2

w
(opt)
k (75)

and consider a vector w such that w1 is as in (72) while

wk , 0 , k = 2, 3, . . . ,K . (76)

As in the previous case, it is easily checked that w satisfies
conditions (44)-(46). On the other hand, we have

λT w = λ1 min{1, b1} , (77)

while

λT w(opt) = λ1 min{1, b1} − λ1δ +
K∑

k=2

λkw
(opt)
k

< λ1 min{1, b1} − λ1δ + λ1

K∑

k=2

w
(opt)
k

= λ1 min{1, b1} − λ1

(
δ −

K∑

k=2

w
(opt)
k

)

< λT w

(78)

where the passage from the first to the second line follows
from the fact that λ1 is the largest λk, while the passage from
the third to the fourth line is a consequence of (75) and (77).
Again we see that λT w > λT w(opt), which is a contradiction.
Putting cases (a) and (b) together, we conclude that it must
be w

(opt)
1 = min{1, b1}.

Next we look for the remaining components of w(opt).
Defining the (K − 1)-dimensional vectors λ′ , [λ2 · · ·λK ]T ,
b ′ , [b2 · · · bK ]T and w′ , [w2 · · ·wK ]T , our task is to solve
the following problem:

maximize
w

λ′T w′ (79)

subject to 1T w′ ≤ 1 − w
(opt)
1 , w′ º 0, and w′ ¹ b ′.

Reasoning as before, the first component of the optimal
solution is found to be min{1 − w

(opt)
1 , b2}. Thus, we have

w
(opt)
2 = min{1 − w

(opt)
1 , b2}. Proceeding in this way, with

the other components of w(opt), produces the full solution in
(47). ¤
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