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Optimal Pulse Design for Visible Light

Positioning Systems

Onurcan Yazar and Sinan Gezici

Abstract

The problem of optimal pulse design for light-emitting diode (LED) transmitters is investigated in

an indoor visible light positioning (VLP) setup. In particular, the problem of localization performance

maximization is formulated for both asynchronous and synchronous VLP systems with consideration of

practical limitations related to power consumption, illumination levels, and/or effective bandwidths, while

quantifying the localization accuracy via the Cramér-Raolower bound (CRLB). In both asynchronous

and synchronous scenarios, the formulated problems are shown to be convex optimization problems, and

some properties of the optimal solutions are derived. In addition, the pulse design problem for minimum

power consumption is formulated under a CRLB constraint along with other practical limitations; and

this problem is also revealed to be a convex optimization problem. Based on the solutions of the proposed

optimization problems, pulse design procedures are described to determine the parameters of optimal

pulse shapes. Numerical results illustrate the benefits of the proposed optimal pulse design approach

in comparison with the state-of-the-art optimal power allocation scheme in the literature. In particular,

electrical power consumption can be reduced by around45% or localization accuracy can be improved

by as much as25% via the proposed optimal pulse design approach in certain scenarios.

Index Terms—Visible light positioning, power efficiency, Cramér-Raolower bound, pulse design,

convex optimization.

I. INTRODUCTION

The usage of visible light systems with light-emitting diode (LED) transmitters for communi-

cations, particularly in indoor scenarios, is becoming an increasingly popular topic as visible light

systems can provide high data rates, and serve multiple purposes of communication, indoor local-

ization, sensing, and illumination without requiring additional infrastructure installation [1]–[3].
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Short-range applications of visible light communication (VLC) have benefits in terms of power

efficiency, communication security, cost, and license-free spectrum usage, and VLC is foreseen

to become prevalent in upcoming generations of mobile technologies, e.g., sixth-generation (6G)

[4]–[7]. Likewise, due to having less significant effects ofmultipath propagation in comparison

with radio frequency (RF) based solutions, the visible light technology can facilitate realization

of low-cost and accurate positioning systems in indoor environments. Therefore, visible light

positioning (VLP) has attracted notable research interestrecently and been investigated from

various theoretical and practical perspectives in the literature [8]–[15], [23].

In a typical VLP system, the main aim is to estimate the location (and orientation if unknown)

of a VLC receiver, i.e., target node, by making use of the signals transmitted by several LED

transmitters with known positions and orientations, whichare also called anchor nodes. Numerous

techniques available in the current literature regarding localization via visible light systems can

be listed as received signal strength (RSS) [8], time of arrival (TOA) [9], time difference of arrival

(TDOA) [10], angle of arrival (AOA) [11], phase difference of arrival (PDOA) [12], and hybrid

(e.g., TDOA/RSS) schemes. Recent studies have focused on various aspects and applications of

VLP systems. For example, in [13], the performance limits ofthe maximum-likelihood (ML) lo-

cation estimator and the Cramér-Rao lower bound (CRLB) on location estimation are considered

for visible light-based passive indoor localization. The effects of exploiting multipath reflections

as an information source in a VLP system are discussed in [14]through the analysis of the CRLB

in various scenarios. Besides, a performance analysis of non-line-of-sight (NLOS) propagation

in RSS-based VLP systems is carried out in [15], by deriving closed-form CRLB expressions

for target location and orientation estimation. Although photo detectors are commonly used at

the receiver side of an VLP system, imaging sensors (cameras) can also be employed in various

applications as they are already available in smart devices[16]–[19]. In [19], [20], machine

learning techniques are utilized for accurate localization in camera based visible light systems.

For instance, an artificial neural network (ANN) is used in [20] for two-dimensional visible

light positioning by grouping LEDs into blocks and encodingthe block coordinates. In addition,

[21], [22] focus on the application of machine learning algorithms for photo detector based VLP

systems.

Optimal resource allocation methods have been thoroughly studied in the visible light com-

munication and positioning (VLCP) literature. For example, in [8], the optimal and robust

power allocation schemes for LED transmitters are developed with the objective of maximizing
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localization performance under illumination constraints, where the localization performance is

measured via the CRLB on location estimation. The study in [23] examines a robust power

allocation problem in VLP systems with the aim of minimum power consumption, in the presence

of stochastic uncertainties in localization parameters, and measures the localization performance

via the CRLB. The works in [24] and [25] focus on optimal powerallocation strategies for

LED transmitters in a VLC system with the aim of maximizing the total transmission rate

over subcarriers for orthogonal frequency-division multiplexing (OFDM) based communications.

As an intelligent resource allocation technique for integrated VLCP systems, a model-free

reinforcement learning based method is proposed in [26]. The authors of [27] consider multi-

user VLCP configurations and come up with a joint subcarrier and power allocation approach

to be implemented in such systems. Moreover, a coordinated resource allocation strategy that is

realizable in indoor Internet-of-Things (IoT) scenarios is investigated in [28].

Optimal resource allocation strategies have admitted significant research interest in the design

of RF based localization systems, as well. For instance, in [29], optimal joint allocation of

power and bandwidth is performed with the aim of maximizing target localization accuracy in

a multiple-input multiple-output radar network, where thelocalization performance is quantified

via the CRLB. The work in [30] investigates the joint power and spectrum allocation optimization

in a resource-restricted wireless network localization setup by proposing approximate geometric

programming formulations. A robust resource allocation problem for localization accuracy max-

imization and power consumption minimization in the presence of measurement uncertainties is

examined in [31] for a wireless localization system. Moreover, in [32], signal and system design

for a multi-frequency localization system for increased energy efficiency is carried out, and the

theoretical limits regarding the ranging accuracy are quantified via the CRLB.

Having the motivation of improvements manifested in recentstudies on optimal power and

resource allocation in localization networks, our goal in this paper is to design optimal pulse

shapes for LED transmitters in asynchronous and synchronous VLP systems under practical

constraints. More specifically, we formulate the optimal transmitted pulse design problem to

improve localization accuracy, specified via the CRLB, under several system constraints re-

garding power restrictions in LEDs and illumination requirements over specified regions. We

also perform a theoretical analysis of this problem for bothasynchronous and synchronous VLP

systems. In addition, we formulate the problem of optimal pulse design for minimum total power

consumption in LED transmitters while guaranteeing a certain level of localization performance
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under practical system constraints. Moreover, we describeprocedures for specifying the optimal

parameters of pulse shapes based on the solutions of the proposed optimization problems.

Although the optimal power allocation problem is investigated in [8] based on similar power and

illumination constraints, it employs only a single parameter, namely, the amplitudes, of pulse

shapes for optimization. However, the localization accuracy not only depends on the amplitude

(equivalently, the electrical power) of pulses but also on their optical power and/or effective

bandwidths. Therefore, via the optimal power allocation approach in [8], optimal pulse shapes

may not be attained. In this paper, we formulate the problem in terms of generic parameters

related to transmitted pulses, which introduces more degrees of freedom in the design of pulses

for each of the LED transmitters. The main contributions of this paper can be summarized as

follows:

• For the first time in the literature, we formulate optimal pulse design problems for VLP

systems under practical power and illumination constraints, where optical and electrical powers

of LED transmitters are jointly optimized for asynchronousVLP systems, and optical and

electrical powers of LED transmitters as well as effective bandwidths are jointly optimized

for synchronous VLP systems. These generic formulations cover the optimal (electrical) power

allocation approaches in [8] as special cases.

• For both asynchronous and synchronous VLP systems, the problems of CRLB minimization

under practical power and illumination constraints are shown to be convex problems. Also,

some of the constraints are proved to hold with equality, which reduces the search space in the

optimization problems.

• The problem of total (electrical) power minimization with aconstraint on the CRLB

under practical power and illumination constraints is formulated as a convex problem for both

asynchronous and synchronous VLP systems.

• Explicit formulas are presented to specify the optimal parameters of pulse shapes based

on the solutions of the proposed optimization problems. It is shown that improved localization

accuracy and/or power efficiency can be attained since the same illumination constraints can be

satisfied by consuming lower electrical power via the proposed approach than that in [8].

In addition, various numerical examples are provided to evaluate performance of the proposed

approaches in terms of the CRLB, the error of the ML estimator, and the total electrical power

consumption considering a typical VLP setup, system parameters and constraints.

The remainder of this paper is organized as follows: SectionII presents the VLP system
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Fig. 1: System model involving theith LED transmitter and the VLC receiver, wherei ∈ {1, . . . , NL}. The optical signalsi(t)

goes through the visible light channel with impulse response αi δ(t − τi), and the channel output is converted to an electrical

signal ri(t) by the photo detector at the VLC receiver as in (1).

model. In Section III, the optimal pulse design problems areformulated for the minimization

of the CRLB on localization and the minimization of the totalpower consumption in the LED

transmitters by introducing the relevant system parameters and constraints. Also, the proposed

optimization problems are analyzed theoretically. In Section IV, numerical results are presented

and discussions on the advantages of the proposed optimal pulse design methodology are given.

Finally, in Section V, concluding remarks are made.

II. SYSTEM MODEL

We consider a VLP setup in which the aim is to estimate the location of a VLC receiver by

utilizing the signals emitted byNL LED transmitters. In this setup, only the line-of-sight (LOS)

path between each LED transmitter and the VLC receiver is considered as in [1], [8], [9], and it

is assumed that the VLC receiver can process the signals sentby each of the LED transmitters

separately (e.g., via code-division multiple access). Then, the received signal at the VLC receiver

corresponding to the signal sent by theith LED transmitter can be expressed as [9]

ri(t) = αiRpsi(t− τi) + ηi(t), i = 1, . . . , NL (1)

for t ∈ [T1,i, T2,i], whereT1,i and T2,i, respectively, represent the starting and ending time

instants for the VLC receiver’s observation of the signal transmitted by theith LED transmitter,

αi denotes the optical channel attenuation factor between theith LED transmitter and the VLC

receiver (αi > 0), Rp is the photo detector responsivity of the VLC receiver,si(t) is the signal

transmitted by theith LED transmitter,τi stands for the TOA of the signal arriving from theith

LED transmitter, andηi(t)’s are independent zero-mean white Gaussian noise processes having

spectral density level ofσ2 (please see Fig. 1).

The TOA parameter in (1) can be modeled as

τi =
‖lr − l it‖

c
+∆i , i = 1, . . . , NL (2)
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where lr = [lr,1, lr,2, lr,3]
T and l it = [lit,1, l

i
t,2, l

i
t,3]

T denote the locations of the VLC receiver

and theith LED transmitter, respectively,c is the speed of light,‖ · ‖ denotes the vector length

operation, and∆i specifies the clock offset between the VLC receiver and theith LED transmitter.

The clock offsets{∆i}
NL

i=1 are modeled as deterministic unknown parameters for asynchronous

VLP systems, whereas∆i = 0, for i = 1, . . . , NL refers to the synchronous VLP system case.

The channel attenuation factorαi in (1) can be expressed through the Lambertian model as

[33]

αi =
(mi + 1)S

2π

[(lr − l it )
Tni

t]
mi(l it − lr)Tnr

‖lr − l it‖mi+3
, i = 1, . . . , NL (3)

wheremi is the Lambertian order for theith LED transmitter,S is the area of the photo detector

at the VLC receiver, andnr = [nr,1, nr,2, nr,3]
T andni

t = [ni
t,1, n

i
t,2, n

i
t,3]

T denote the orientations

of the VLC receiver and theith LED transmitter, respectively.

In this setup, the VLC receiver is assumed to have the knowledge of some parameters such

as nr (which can be measured via a gyroscope),Rp, S, and si(t), along with the parameters

related to the LED transmitters, which can be gathered by communicating with each of the LED

transmitters
(
i.e., mi, l it , andni

t, for i ∈ {1, . . . , NL}
)

[8].

III. OPTIMAL PULSE DESIGN APPROACHES

A. Assessment of Localization Accuracy

The localization accuracy of the VLP system can be quantifiedby the CRLB on the mean-

squared error (MSE) of any unbiased location estimator(̂lr) for the actual location of the VLC

receiver(lr), which is stated as [34], [35]

E

{
‖̂lr − lr‖2

}
≥ trace

{
J
−1
}

(4)

In (4), J represents the Fisher information matrix (FIM), which is computed differently for the

asynchronous and synchronous VLP scenarios, due to having additional unknown parameters

related to the clock time offsets (i.e.,τ1, . . . , τNL
) in the asynchronous scenario. Namely, the

FIM is given by J = Jasy with the definition in (52) for asynchronous VLP systems, andby

J = Jsyn with the definition in (53) for synchronous VLP systems (please see Appendix A).

The usage of CRLB as a performance metric can be justified by the fact that for sufficiently

large signal-to-noise ratios (SNRs) and/or effective bandwidths, the ML location estimator be-

comes asymptotically unbiased and efficient, i.e., its MSE converges to the CRLB [36], [37].

Besides, the usage of CRLB facilitates mathematically tractable derivations.
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In addition to other positioning parameters, the FIMsJasy in (52) andJsyn in (53) depend

on three sets of parameters related to the transmitted signals si(t), namely,E(i)
1 , E

(i)
2 , andE(i)

3 ,

which are defined as

E
(i)
1 ,

∫ Ts,i

0

(
d

dt
si(t)

)2

dt (5)

E
(i)
2 ,

∫ Ts,i

0

(
si(t)

)2
dt (6)

E
(i)
3 ,

∫ Ts,i

0

si(t)
d

dt
si(t) dt (7)

for i ∈ {1, . . . , NL}, whereTs,i stands for the pulse width ofsi(t). If the transmitted pulses are

designed such thatsi(0) = si(Ts,i) is satisfied, which is a usual practice, then via (7), we have

E
(i)
3 = 0, for i ∈ {1, . . . , NL}.

B. System Constraints

1) Individual Electrical Power Limitations:Since theE(i)
2 values in (6) are proportional to

the electrical power of theith LED transmitter, the constraint regarding the individual electrical

power limitations can be expressed as [8], [38]

E
lb
2 � E2 � E

ub
2 (8)

with E2 , [E
(1)
2 , . . . , E

(NL)
2 ]T , whereElb

2 andEub
2 stand for the lower and upper bounds onE2,

respectively.

2) Total Electrical Power Limitation:In many scenarios, the total power consumption in the

LED transmitters is limited due to safety considerations orso as to stick to a power budget [8],

[33], [39]. This constraint can be stated as

1
T
E2 ≤ Etot

2 (9)

with Etot
2 specifying the total electrical power limit for the LED transmitters.

3) Individual Illuminance Requirements:The horizontal illuminance generated at locationx

due to theith LED is calculated as [8], [39]

I(x, E
(i)
0 ) = E

(i)
0 φi(x) (10)

with

E
(i)
0 ,

∫ Ts,i

0

si(t) dt (11)
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and

φi(x) ,
(mi + 1)κi

2πTs,i

[(x− lit)
Tni

t]
mi(lit,3 − x3)

‖x− lit‖mi+3
(12)

whereκi denotes the luminous efficacy of theith LED transmitter, fori = 1, . . . , NL. Then, the

total illuminance produced at locationx due to all the LEDs is found as [8], [40]

Itot(x,E0) =

NL∑

i=1

I(x, E
(i)
0 ) =

NL∑

i=1

E
(i)
0 φi(x) = φφφ(x)TE0 (13)

with φφφ(x) andE0 being defined asφφφ(x) , [φ1(x), . . . , φNL
(x)]T andE0 , [E

(1)
0 , . . . , E

(NL)
0 ]T ,

respectively. Then, the constraint regarding the individual illuminance requirements is stated as

φφφ(xℓ)
T
E0 ≥ Ĩℓ, ℓ = 1, . . . , L (14)

where Ĩℓ denotes the illuminance requirement for locationxℓ and L denotes the number of

locations at which an illuminance requirement is specified.

4) Average Illuminance Requirement:From (10), the average illuminance over a regionA is

calculated as [8]

Iavg(E0) =
1

|A|

NL∑

i=1

E
(i)
0

∫

A

φi(x) dx (15)

with |A| denoting the volume of the region for which an average illuminance requirement is

specified. Then, the corresponding constraint is stated as

Iavg(E0) ≥ Ĩavg (16)

whereĨavg specifies the average illuminance requirement.

5) Jensen’s Inequality:Jensen’s inequality for the transmitted signalssi(t) is stated as [34]
(

1

Ts,i

∫ Ts,i

0

si(t) dt

)2

≤
1

Ts,i

∫ Ts,i

0

(
si(t)

)2
dt (17)

for i = 1, . . . , NL. Via (6) and (11), this is equivalent to
(
E

(i)
0

Ts,i

)2

≤
E

(i)
2

Ts,i

, i = 1, . . . , NL (18)

and can be stated as the constraint

diag {E0}E0 � diag {Ts}E2 (19)

wherediag {·} denotes the diagonalization operator1 andTs , [Ts,1, . . . , Ts,NL
]T .

1The diagonalization operatordiag {x} : R
N×1 → R

N×N returns a diagonal matrixX, whose diagonal entriesXii are equal

to the input vector elementsxi, for i = 1, . . . , N .
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Although we consider design of signalssi(t)’s in a generic form based on the parameters

E
(i)
0 , E(i)

1 , andE(i)
2 in (5)–(7), these parameters cannot be selected arbitrarily, which could lead

to non-realizable pulse shapes. To guarantee that the parameters lead to feasible pulse shapes,

they must satisfy Jensen’s inequality in (17). As long asE
(i)
0 andE

(i)
2 satisfy this inequality,

the corresponding pulse shape can always be realized. Via Jensen’s inequality, the relationship

between electrical and optical powers is taken into account, and the transmitted signals (pulse

shapes) are designed in a feasible manner.

6) Effective Bandwidth Limitation:Considering a synchronous VLP system, the effective

bandwidth for theith LED transmitter is expressed as

β(i) =

√∫
f 2|Si(f)|

2 df∫
|Si(f)|2 df

=
1

2π

√
E

(i)
1 /E

(i)
2 , i = 1, . . . , NL (20)

via Parseval’s relation, whereSi(f) denotes the Fourier transform ofsi(t) [41]. Since the intensity

of light cannot be changed in a very rapid manner due to hardware limitations, there exist upper

limits on the effective bandwidths of the signalssi(t). Accordingly, the constraint regarding the

LED transmitters’ effective bandwidth limitation can be stated as

E1 � 4π2 diag{β̃ββ
ub
}E2 (21)

where β̃ββ
ub

,

[(
βub,(1)

)2
, . . . ,

(
βub,(NL)

)2]T
specifies the upper bounds on the squares of the

effective bandwidths for the LED transmitters.

Remark 1. The constraint in(19) is not considered in [8] since only the amplitudes of pulse

shapes are optimized in that work. For the same reason, the effective bandwidths are fixed in

[8], hence,(21) does not apply, either.

Remark 2. The following assumptions are made in the remainder of the paper:

(A1) Regarding the constraints in(8) and (9), 1T
E

lb
2 ≤ Etot

2 is assumed for the feasibility of

the problems.

(A2) We assume thatEtot
2 ≤ 1

T
E

ub
2 holds in order to exclude the trivial solutions.

(A3) The FIMs are assumed to be positive definite (invertible) such that the CRLBs can be

calculated.

(A4) It is assumed that̃αi 6= 0 for all i = 1, . . . , NL, whereα̃i , [∂αi/∂lr,1, ∂αi/∂lr,2, ∂αi/∂lr,3]
T

(please see the definition in(62)). This is a reasonable assumption sinceα̃i = 0 corresponds
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to an impractical scenario in which the received signal power (equivalently, RSS measurement)

due to theith LED does not provide any location information (e.g., please see(52)).2

C. CRLB Minimization Problems

The problems for maximizing the localization accuracy (i.e., minimizing the CRLB) are

formulated for the asynchronous and synchronous cases separately since the optimization metrics

and the constraints differ for each case.

1) Asynchronous Case:Based on the constraints in (8), (9), (14), (16), and (19), the optimal

pulse design problem for the maximization of the localization accuracy can be formulated in the

asynchronous scenario as follows:

minimize
E0,E2

trace
{
J
−1
asy(E2)

}
(22a)

subject to E
lb
2 � E2 � E

ub
2 (22b)

1
T
E2 ≤ Etot

2 (22c)

φφφ(xℓ)
T
E0 ≥ Ĩℓ, ℓ = 1, . . . , L (22d)

Iavg(E0) ≥ Ĩavg (22e)

diag{E0}E0 � diag{Ts}E2 (22f)

It is noted that the lower limits in the illumination constraints in (22d) and (22e) can be

determined by users depending on their specific needs. Compared to the formulation in [8]

where only the electrical powers of LED transmitters are optimized, the proposed formulation

in (22) corresponds to the joint optimization of electricaland optical powers in the presence of

the additional constraint in (22f) and achieves the overalloptimal pulse design according to the

CRLB metric. The price paid for the improved performance is the computational complexity

since the dimensions of the optimization variables areNL and2NL for the problems in [8] and

in this paper, respectively. However, the dimension increase may not be crucial in most practical

systems since the problems are convex (please see Lemma 1 below) and they do not have to

2Such a scenario can occur only when a VLC receiver and an LED transmitter cannot communicate, i.e., are not connected.

Such an LED transmitter can be excluded from the list of LED transmitters for localization of the VLC receiver. Hence, this

scenario can be omitted from the theoretical analysis without loss of generality.
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be solved very frequently (i.e., location updates are not very frequent in indoor localization

systems).3

The reason for not considering the effective bandwidth constraint in (21) for the problem

formulation in (22) can be explained as follows: The CRLB expression in (22a) does not

depend on theE1 parameter in the asynchronous scenario (see (54)), which facilitates the use of

sufficiently small values ofE1 to to satisfy any given set of effective bandwidth constraints

(cf. Section III-E). In other words, suppose that any arbitrary limits exist for the effective

bandwidths in the system design. Then, some generic base signals (i.e.,s̃i(t)’s in (38)) can be

chosen in an appropriate manner to satisfy those limits, andthen the scale and bias parameters of

those base signals can be optimized to determine the optimalsignal designs (see Section III-E).

In the following lemma, the convexity of the problem in (22) is established.

Lemma 1. The optimization problem in(22) is convex.

Proof. The FIM for the asynchronous case is as expressed in (54) in Appendix A. Using the

same argument as in Lemma 1 in [8], we conclude thattrace
{
J
−1
asy(E2)

}
is a convex function in

E2; hence, the objective function in (22a) is convex. Besides,the constraints in (22b)–(22e) are

linear (see (15)). In order to observe the convexity of the constraint in (22f), we can compute

the Hessian matrix for theith entry in the constraint as

2

T 3
s,i

(
E

(i)
2

)3


 T

2
s,i

(
E

(i)
2

)2
−Ts,iE

(i)
0 E

(i)
2

−Ts,iE
(i)
0 E

(i)
2

(
E

(i)
0

)2


 (23)

which is a positive semidefinite matrix. Therefore, the objective function of the problem in (22)

is a convex function and its feasible set is a convex set. Thus, the problem in (22) is a convex

optimization problem [42]. �

The following lemma states that the optimal pulse design parameters attain the total electrical

power limit for the LED transmitters, i.e., (22c) is satisfied with equality when there exists a

solution of (22) under the assumptions in Remark 2.

Lemma 2. When the problem in(22) is feasible, its solution satisfies the inequality constraint

in (22c) with equality.

3In the absence of illumination constraints, localization can performed even though the LEDs are conceived to be off by

performing location updates occasionally.
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Proof. To prove the claim in the lemma via contradiction, supposeÊ2 is a solution of (22) with

1
T
Ê2 < Etot

2 (and satisfies all the constraints). SinceEtot
2 ≤ 1

T
E

ub
2 is assumed to hold (please

see (A2) in Remark 2), there exists a vectorẼ2 = [Ẽ
(1)
2 , . . . , Ẽ

(NL)
2 ]T such thatẼ(i)

2 = Ê
(i)
2 for

all i ∈ {1, . . . , NL} \ {j} and Ẽ
(j)
2 − Ê

(j)
2 = ∆ > 0. Here,∆ is chosen sufficiently small so as

to satisfy both (22b) and (22c) forE2 = Ẽ2. (The constraint in (22f) is satisfied automatically.)

From (52) in Appendix A (withE(i)
3 = 0 ∀i), the difference between the FIMs corresponding

to Ẽ2 and Ê2 can be computed as

Jasy(Ẽ2)− Jasy(Ê2) =
R2

p∆

σ2
α̃j α̃

T
j (24)

wherej is the index for whichẼ(j)
2 − Ê

(j)
2 = ∆ andα̃j , [∂αj/∂lr,1, ∂αj/∂lr,2, ∂αj/∂lr,3]

T . By

invoking the Woodbury matrix inversion lemma [43], the following relations are obtained:

J
−1
asy(Ẽ2) =

(
Jasy(Ê2) + α̃j γ α̃

T
j

)−1

= J
−1
asy(Ê2)− J

−1
asy(Ê2)α̃j

(
α̃

T
j J

−1
asy(Ê2)α̃j +

1

γ

)−1

α̃
T
j J

−1
asy(Ê2)

= J
−1
asy(Ê2)−

1

k
J
−1
asy(Ê2)α̃jα̃

T
j J

−1
asy(Ê2) (25)

whereγ , R2
p∆/σ2 > 0 andk , α̃

T
j J

−1
asy(Ê2)α̃j + 1/γ > 0 due to the positive definiteness of

Jasy(Ê2). Then, we have

trace
{
J
−1
asy(Ẽ2)

}
= trace

{
J
−1
asy(Ê2)

}
−

1

k
trace

{
J
−1
asy(Ê2)α̃jα̃

T
j J

−1
asy(Ê2)

}

< trace
{
J
−1
asy(Ê2)

}
(26)

sincek > 0 and trace
{
J
−1
asy(Ê2)α̃jα̃

T
j J

−1
asy(Ê2)

}
> 0 due to the positive definiteness ofMT

M

with M , α̃
T
j J

−1
asy(Ê2). (Note thatα̃j 6= 0 due to assumption (A4) in Remark 2.) Hence, it

is shown thatÊ2 cannot be a solution of (22) sincẽE2 achieves a lower objective value and

satisfies the constraints in (22).4 This results in a contradiction to the initial assumption and

implies that a feasible vector̂E2 with 1
T
Ê2 < Etot

2 cannot be a solution of (22) under the stated

conditions. Therefore, solutions of (22) must satisfy the constraint in (22c) with equality. �

4More generally, it is shown that the objective function in (22a) is a monotone decreasing function with respect to the elements

of E2.
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Based on Lemma 2, the problem in (22) can be expressed as the following convex optimization

problem:

minimize
E0,E2

trace
{
J
−1
asy(E2)

}
(27a)

subject to E
lb
2 � E2 � E

ub
2 (27b)

1
T
E2 = Etot

2 (27c)

φφφ(xℓ)
T
E0 ≥ Ĩℓ, ℓ = 1, . . . , L (27d)

Iavg(E0) ≥ Ĩavg (27e)

diag{E0}E0 � diag{Ts}E2. (27f)

where the inequality constraint in (22c) is replaced with the equality constraint in (27c), leading

to a reduction in the search space.

2) Synchronous Case:Based on the constraints in (8), (9), (14), (16), (19), and (21), the

optimal pulse design problem for the maximization of the localization accuracy can be formulated

in the synchronous scenario as follows:

minimize
E0,E1,E2

trace
{
J
−1
syn(E1,E2)

}
(28a)

subject to E
lb
2 � E2 � E

ub
2 (28b)

1
T
E2 ≤ Etot

2 (28c)

φφφ(xℓ)
T
E0 ≥ Ĩℓ, ℓ = 1, . . . , L (28d)

Iavg(E0) ≥ Ĩavg (28e)

diag{E0}E0 � diag{Ts}E2 (28f)

E1 � 4π2 diag{β̃ββ
ub
}E2 (28g)

Compared to the formulation in [8] where only the electricalpowers of LED transmitters are

optimized, the joint optimization over all the pulse parameters (equivalently, electrical powers,

optical powers, and effective bandwidths) are performed in(28), leading to the overall optimal

pulse design according to the CRLB metric.

In the following lemma, the convexity of the problem in (28) is stated.

Lemma 3. The optimization problem in(28) is convex.
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Proof. Using a similar reasoning as in the proof of Lemma 1, we can show that the feasible set

of (28) corresponds to a convex set. In order to show the convexity of the objective function,

we define the parameter vector asθθθ ,
[
E

T
1 , E

T
2

]T
∈ R

2NL , and reexpress the objective function

in (28a) as

f(θθθ) , trace
{
J
−1
syn(E1,E2)

}

= trace
{[

(I3 ⊗ E2)
T
Γ+ (I3 ⊗ E1)

T
Γ̃
]−1}

. (29)

where we employ the FIM expression for the synchronous case in (55) in Appendix A.

For anyθθθ∗ =
[
E

∗T
1 , E∗T

2

]T
∈ R

2NL , θ̃θθ = [ẼT
1 , Ẽ

T
2 ]

T ∈ R
2NL , andλ ∈ [0, 1], we can obtain the

following relations:

f(λθθθ∗ + (1− λ)θ̃θθ) = trace
{[(

I3 ⊗ (λE∗

2 + (1− λ)Ẽ2)
)T

Γ

+
(
I3 ⊗ (λE∗

1 + (1− λ)Ẽ1)
)T

Γ̃
]−1}

≤ λ trace
{[

(I3 ⊗ E
∗

2)
T
Γ+ (I3 ⊗E

∗

1)
T
Γ̃
]−1}

+ (1− λ) trace
{[

(I3 ⊗ Ẽ2)
T
Γ + (I3 ⊗ Ẽ1)

T
Γ̃
]−1}

≤ λf(θθθ∗) + (1− λ)f(θ̃θθ) (30)

where we use the fact thattrace{M−1} is a convex function forM ≻ 0. The relation in (30)

proves that the objective function is a convex function ofθθθ, hence, ofE1 andE2.

Since the feasible set of the problem in (28) is a convex set and the objective function is a

convex function, the problem in (28) is a convex optimization problem. �

The following lemma specifies the monotone decreasing nature of the objective function in

(28a), which leads to the fact that the optimal pulse design parameters satisfy the inequality

constraints in (28c) and (28g) with equality.

Lemma 4. The objective function in(28a) is monotone decreasing with respect toE
(i)
1 andE(i)

2 ,

for all i ∈ {1, . . . , NL}, and the solution of the problem in(28), if feasible, satisfies(28c) and

(28g) with equality.

Proof. From (55) in Appendix A, the objective function of the problem in (28) can be expressed

asf(E1,E2) , trace
{[
(I3 ⊗ E2)

T
Γ + (I3 ⊗ E1)

T
Γ̃
]−1}

. In order to show the monotonicity of

this function with respect to the elements ofE1, we define a new vector̃E1 = [Ẽ
(1)
1 , . . . , Ẽ

(NL)
1 ]T ,

where Ẽ
(i)
1 = E

(i)
1 for all i ∈ {1, . . . , NL} \ {j} and Ẽ

(j)
1 = E

(j)
1 + ∆ for ∆ > 0. Then, the
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difference between the FIMs corresponding toẼ1 andE1 can be found, via (53) (withE(i)
3 = 0

∀i), as

Jsyn(Ẽ1,E2)− Jsyn(E1,E2) =
R2

pα
2
j∆

σ2
τ̃ττ jτ̃ττ

T
j (31)

with j is the index for whichẼ(j)
1 − E

(j)
1 = ∆ and τ̃ττ j , [∂τj/∂lr,1, ∂τj/∂lr,2, ∂τj/∂lr,3]

T . Then,

via the Woodbury matrix inversion lemma, we can show that

J
−1
syn(Ẽ1,E2) =

(
Jsyn(E1,E2) + τ̃ττ j γ τ̃ττ

T
j

)−1

= J
−1
syn(E1,E2)− J

−1
syn(E1,E2)τ̃ττ j

(
τ̃ττTj J

−1
syn(E1,E2)τ̃ττ j +

1

γ

)−1

τ̃ττTj J
−1
syn(E1,E2)

= J
−1
syn(E1,E2)−

1

k
J
−1
syn(E1,E2)τ̃ττ jτ̃ττ

T
j J

−1
syn(E1,E2) (32)

with γ , R2
pα

2
j∆/σ2 > 0 andk , τ̃ττTj J

−1
syn(E1,E2)τ̃ττ j + 1/γ > 0, due to the positive definiteness

of Jsyn(E1,E2). Then, we have

trace
{
J
−1
syn(Ẽ1,E2)

}
= trace

{
J
−1
syn(E1,E2)

}
−

1

k
trace

{
J
−1
syn(E1,E2)τ̃ττ jτ̃ττ

T
j J

−1
syn(E1,E2)

}

< trace
{
J
−1
syn(E1,E2)

}
(33)

sincetrace
{
J
−1
syn(E1,E2)τ̃ττ jτ̃ττ

T
j J

−1
syn(E1,E2)

}
> 0 due to the positive definiteness ofMT

M, with

M , τ̃ττT
j J

−1
syn(E1,E2).5 This establishes the monotone decreasing property off(E1,E2) with

respect to the elements ofE1.

Similarly, we can definẽE2 = [Ẽ
(1)
2 , . . . , Ẽ

(NL)
2 ]T , whereẼ(i)

2 = E
(i)
2 for all i ∈ {1, . . . , NL} \

{ℓ} and Ẽ
(ℓ)
2 = E

(ℓ)
2 + ∆ for ∆ > 0. Then, the difference between the FIMs corresponding to

Ẽ2 andE2 can be found, via (53) (withE(i)
3 = 0 ∀i), as

Jsyn(E1, Ẽ2)− Jsyn(E1,E2) =
R2

p∆

σ2
α̃ℓα̃

T
ℓ (34)

with α̃ℓ , [∂αℓ/∂lr,1, ∂αℓ/∂lr,2, ∂αℓ/∂lr,3]
T . Following the same lines as in the proof of Lemma 2,

we observe thatf(E1,E2) is a monotone decreasing function with respect toE2.

Overall, the objective function in (28a) is monotone decreasing with respect to the elements of

E1 andE2. Therefore, if a vectorE2 is feasible for (28) with1T
E2 < Etot

2 , then the arguments in

the proof of Lemma 2 can be invoked to show that we can construct another feasible vector that

achieves a lower objective value. Hence, a vectorE2 with 1
T
E2 < Etot

2 cannot be the solution

5Please note that̃τττ j 6= 0 for eachj since the VLC receiver cannot be at the same location as any ofthe LED transmitters

(see (63)).
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of (28); i.e., (28c) must be satisfied with equality. Similarly, if a vectorE1 is feasible for (28)

with E1 ≺ 4π2 diag{β̃ββ
ub
}E2, then there exists another feasible vectorẼ1 = [Ẽ

(1)
1 , . . . , Ẽ

(NL)
1 ]T ,

whereẼ(i)
1 = E

(i)
1 for all i ∈ {1, . . . , NL} \ {j} and Ẽ

(j)
1 = E

(j)
1 +∆ with a sufficiently small

∆ > 0. Due to the monotonicity of the objective function in (28a) with respect to the elements

of E1, Ẽ1 achieves a lower objective function; hence,E1 cannot be a solution; i.e., solutions of

(28c) must satisfy (28g) with equality. �

As Lemma 4 claims, solutions of the optimization problem in (28) satisfy the inequality

constraints in (28c) and (28g) with equality. Hence, the problem in (28) can equivalently be

expressed as the following convex optimization problem:

minimize
E0,E2

trace{J−1
syn(4π

2 diag{β̃ββ
ub
}E2,E2)} (35a)

subject to E
lb
2 � E2 � E

ub
2 (35b)

1
T
E2 = Etot

2 (35c)

φφφ(xℓ)
T
E0 ≥ Ĩℓ, ℓ = 1, . . . , L (35d)

Iavg(E0) ≥ Ĩavg (35e)

diag{E0}E0 � diag{Ts}E2. (35f)

where the equality condition for (28g) is used to expressE1 in terms ofE2, and (28c) is replaced

with the equality constraint in (35c). Comparing the original problem in (28) and the equivalent

problem in (35), it can be observed that the number of optimization variables is reduced by a

factor of 2/3, namely, from[ET
0 , E

T
1 , E

T
2 ]

T ∈ R
3NL to [ET

0 , E
T
2 ]

T ∈ R
2NL .

D. Total Power Minimization Problems

The problem of ensuring minimum power consumption in LED transmitters in a VLP system

can be examined in the presence of practical power and illumination constraints as in the

problems presented in Section III-C, with the addition of a requirement regarding the localization

accuracy [8]. Using the CRLB as a metric for the localizationerror performance, the total power

minimization problem can be investigated for asynchronousand synchronous cases as follows.
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1) Asynchronous Case:The total power minimization problem for an asynchronous VLP

system can be formulated as

minimize
E0,E2

1
T
E2 (36a)

subject to E
lb
2 � E2 � E

ub
2 (36b)

φφφ(xℓ)
T
E0 ≥ Ĩℓ, ℓ = 1, . . . , L (36c)

Iavg(E0) ≥ Ĩavg (36d)

diag{E0}E0 � diag{Ts}E2 (36e)

trace
{
J
−1
asy(E2)

}
≤ ǫasy (36f)

where ǫasy stands for the maximum tolerable CRLB level for the localization of the VLC

receiver in the asynchronous scenario. Using the fact thattrace
{
J
−1
asy(E2)

}
is a convex function

(Lemma 1), it is observed that the problem in (36) is a convex optimization problem.

2) Synchronous Case:The total power minimization problem for a synchronous VLP system

can be formulated as

minimize
E0,E1,E2

1
T
E2 (37a)

subject to E
lb
2 � E2 � E

ub
2 (37b)

φφφ(xℓ)
T
E0 ≥ Ĩℓ, ℓ = 1, . . . , L (37c)

Iavg(E0) ≥ Ĩavg (37d)

diag{E0}E0 � diag{Ts}E2 (37e)

E1 � 4π2 diag
{
β̃ββ
ub}

E2 (37f)

trace
{
J
−1
syn(E1,E2)

}
≤ ǫsyn (37g)

whereǫsyn stands for the maximum tolerable CRLB level for the localization of the VLC receiver

in the synchronous scenario. The problem in (37) is a convex optimization problem as well, since

its constraints are linear or convex and its objective function is linear.

The proposed total power minimization problems in (36) and (37) provide a more generic

approach than the total power minimization approach in [8] where only the electrical powers of

LED transmitters are optimized. Therefore, improved powerefficiency can be achieved via the

proposed formulations, as investigated in Section IV.
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Remark 3. In the proposed optimization problems in Sections III-C andIII-D, it is assumed

that the localization parameters are perfectly known. If the localization parameters are known

with some uncertainty (i.e., in the presence of imperfect knowledge), the robust formulations

of the proposed problems can be obtained similarly to those discussed in [8] and [23] in a

straightforward manner.

E. Calculation of Optimal Pulse Design Parameters

In this part, the main aim is to come up with signal shapes thatcomply with the optimal

values ofE0, E1, and E2, namely,E∗
0, E

∗
1, and E

∗
2, respectively, that are determined via the

solutions of the aforementioned optimization problems. Let us choose the transmitted pulses as

si(t) =
√
Pi s̃i(t) + bi, t ∈ [0, Ts,i] (38)

for i = 1, . . . , NL, where s̃i(t) is a generic base signal, and{Pi}
NL

i=1 and {bi}
NL

i=1, respectively,

are the scale and bias terms. Here, we remark that our proposed approach to the problem in

terms of more general parameters related to signals (i.e.,E0, E1, andE2) facilitates design of

transmit pulses with two and three degrees of freedom in the asynchronous and synchronous

cases, respectively, contrary to the power allocation approach in [8] employing only one design

parameter for each pulse, namely,Pi.

Using the definitions in (5), (6), and (11) for the signal model in (38), we obtain the following

relations:

E
∗(i)
0 =

√
PiẼ

(i)
0 + biTs,i (39)

E
∗(i)
1 = PiẼ

(i)
1 (40)

E
∗(i)
2 = PiẼ

(i)
2 + 2bi

√
PiẼ

(i)
0 + b2iTs,i (41)

where Ẽ
(i)
0 ,

∫ Ts,i

0
s̃i(t) dt, Ẽ

(i)
1 ,

∫ Ts,i

0

(
ds̃i(t)/dt

)2
dt and Ẽ

(i)
2 ,

∫ Ts,i

0

(
s̃i(t)

)2
dt for i =

1, . . . , NL, andE∗(i)
k denotes theith component ofE∗

k for k = 0, 1, 2 and i = 1, . . . , NL.

In the asynchronous scenario, for given optimal valuesE
∗
0 andE

∗
2, the optimal pulse design

parameters can be calculated from (39) and (41) as

Pi =
E

∗(i)
2 Ts,i −

(
E

∗(i)
0

)2

Ẽ
(i)
2 Ts,i −

(
Ẽ

(i)
0

)2 (42)

bi =
1

Ts,i


E

∗(i)
0 − Ẽ

(i)
0

√√√√E
∗(i)
2 Ts,i −

(
E

∗(i)
0

)2

Ẽ
(i)
2 Ts,i −

(
Ẽ

(i)
0

)2


 (43)
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for i = 1, . . . , NL, considering any given set of base signals.

In the synchronous scenario, as the optimal values ofE
∗
0, E

∗
1 andE∗

2 are specified, we require

an additional pulse design parameter to adjust the effective bandwidthB̃i of the ith base signal

s̃i(t), which is computed as

B̃i =
1

2π

√
Ẽ

(i)
1 /Ẽ

(i)
2 , i = 1, . . . , NL (44)

Then, for givenE∗
0, E

∗
1 andE∗

2, this pulse design parameter is determined via (40) and (44)as

B̃i =
1

2π

√√√√ E
∗(i)
1

(
Ẽ

(i)
2 Ts,i −

(
Ẽ

(i)
0

)2)

Ẽ
(i)
2

(
E

∗(i)
2 Ts,i −

(
E

∗(i)
0

)2) (45)

for i = 1, . . . , NL, while the other pulse design parametersPi and bi are found via (42) and

(43), respectively.

IV. NUMERICAL RESULTS

In this section, we present numerical results that illustrate the performance of the proposed

optimal pulse design methodology for the problems of CRLB minimization and total power

minimization. We simulate a VLP setup with parameters as given in Table I [8] and compare

the results of the proposed approaches with the uniform and optimal power allocation strategies

specified in [8].6 We also consider the uniform electrical power distributionscheme which refers

to E
(i)
2 = Etot

2 /NL, for i = 1, . . . , NL, subject to (22b)–(22f) as another baseline to evaluate the

outcomes. This approach is labeled as “Pulse design (uniform)” in the figures. For solving the

optimization problems in (27), (35), (36), and (37), the fmincon function of MATLAB is used

with the interior-point algorithm.

In order to be in accordance with the work in [8], we choose ourbase signals as

s̃i(t) =
2

3

(
1− cos(2πt/Ts,i)

)(
1 + cos(2πfc,it)

)
, t ∈ [0, Ts,i] (46)

6As in [8], we calculate the average illuminance in (15) over the horizontal plane of the room at a fixed height of1m and

also convert the LED optical power limits in Table I to individual electrical power limits in (8) by scaling their squareswith

9Ts/4 [8, Sec. VII-A].
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Parameter Value

Room dimensions 10× 10× 5 m

Number of LED transmitters,NL 4

Location of LED #1,l1t [1 1 5]T m

Location of LED #2,l2t [1 9 5]T m

Location of LED #3,l3t [9 1 5]T m

Location of LED #4,l4t [9 9 5]T m

Orientation of LEDs,ni
t, i = 1, 2, 3, 4 [0 0 − 1]T

Number of illumination constraints,L 4

Location of illumination constraint #1,x1 [1 1 1]T m

Location of illumination constraint #2,x2 [1 9 1]T m

Location of illumination constraint #3,x3 [9 1 1]T m

Location of illumination constraint #4,x4 [9 9 1]T m

Orientation of VLC receiver,nr [0.5 0 0.866]T

Photo detector responsivity,Rp 0.4 mA/mW

Area of photo detector,S 1 cm2

Noise spectral density level,σ2 1.3381 × 10−22 W/Hz

LED Lambertian order,mi, i = 1, 2, 3, 4 1

LED luminous efficacy,κi, i = 1, 2, 3, 4 284 lm/W

Pulse width,Ts,i, i = 1, 2, 3, 4 1 µs

Min. LED optical power 5 W

Max. LED optical power 20 W

TABLE I: Simulation parameters.

Then, the parameters of the base signals appearing in (39)–(41) can be expressed as

Ẽ
(i)
0 =

2

3

(
Ts,i +

∫ Ts,i

0

cos(2πfc,it) (1− cos(2πt/Ts,i)) dt

)
(47)

Ẽ
(i)
1 =

16π2

9

∫ Ts,i

0

(
sin(2πt/Ts,i)

Ts,i

(
1 + cos(2πfc,it)

)
− fc,i sin(2πfc,it)

(
1− cos(2πt/Ts,i)

))2

dt

(48)

Ẽ
(i)
2 =

4

9

∫ Ts,i

0

(
1− cos(2πt/Ts,i)

)2(
1 + cos(2πfc,it)

)2
dt (49)

In the asynchronous scenario, for the obtained optimal values of E0 and E2 (i.e., E∗
0 and

E
∗
2, respectively), the signal design parameters,Pi and bi, can be determined from (42) and

(43) based on the values in (47) and (49), wherefc,i’s can be set to any desired values without

affecting the optimality (as they can be considered as free parameters in the asynchronous case).

For simplicity, when we setfc,i’s to integer multiples of1/Ts,i except for1/Ts,i or 2/Ts,i, (47)
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(a) (b)

Fig. 2: CRLB on the MSE of location estimator versus average power consumption on LEDs in asynchronous scenario for different

receiver locations and different illuminance requirements (Ĩℓ, Ĩavg) (a) (Ĩℓ, Ĩavg) = (50, 10) lx and (b) (Ĩℓ, Ĩavg) = (30, 30)

lx for ℓ = 1, 2, 3, 4.

Average electrical power limit 100 W 250 W 400 W

P1, P2, P3, P4 (proposed) 2.143, 27.29, 23.56, 1.967 35.08, 185.2, 157.2, 6.042 86.4, 405.7, 341, 15.83

b1, b2, b3, b4 (proposed) 6.97, 7.97, 7.35, 7.01 4.79, 9.91, 8.77, 5.89 4.21, 9.58, 8.49, 4.95

P1, P2, P3, P4 (in [8]) infeasible 143.71, 386.04, 328.2, 142.04 147.41, 728.1, 601.16, 123.32

TABLE II: Sample pulse design parameters for an asynchronous VLP setup withĨℓ = 50 lx for

ℓ = 1, 2, 3, 4, Ĩavg = 10 lx, and receiver locationlr = [3, 3, 0.5] m.

and (49) reduce tõE(i)
0 = 2 Ts,i/3 and Ẽ

(i)
2 = Ts,i, respectively. On the other hand, for the

synchronous scenario, in the light of the discussion in Section III-E, we regardfc,i’s as design

parameters, which modify the bandwidths ofs̃i(t)’s. In this case, for the obtained optimal values

of E0, E1, andE2 (i.e., E∗
0, E

∗
1, andE∗

2, respectively), the signal design parameters,Pi, bi, and

fc,i, are determined from (40), (42), and (43) via (47)–(49).

In the numerical experiments, we first investigate the CRLB minimization problem for both the

asynchronous and synchronous VLP scenarios under the VLP system constraints related to power

consumption and ambient illumination levels. The optimal CRLB levels achieved by the solution

of the asynchronous CRLB minimization problem in (27) versus different levels of average



25

0 100 200 300 400 500 600 700 800 900
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Fig. 3: CRLB on the MSE of location estimator versus average power consumption on LEDs in synchronous scenario for

different effective bandwidthsβub,(i) = 5.77 or 57.73 MHz for i = 1, 2, 3, 4, receiver locationlr = [3, 3, 0.5] m, and

illuminance requirement̃Iℓ = Ĩavg = 30 lx for ℓ = 1, 2, 3, 4.

Average electrical power limit 100 W 250 W 400 W

P1, P2, P3, P4 (proposed) 3.24, 0.116, 2.069, 0.0745 272.1, 23.45, 183.7, 13.78 258.2, 5.628, 174.2, 3.489

b1, b2, b3, b4 (proposed) 11.6, 7.669, 9.401, 7.782 7.463, 5.285, 6.65, 5.694 16.04, 5.849, 14.19, 6.193

fc,1, fc,2, fc,3, fc,4 [MHz] (proposed) 71.45, 232.1, 72.36, 291.7 13.4, 19.06, 13.72, 23.2 18.2, 32.16, 18.91, 40.48

P1, P2, P3, P4 (in [8]) infeasible 432.2, 138.6, 288.1, 141.1 737.5, 170.2, 539.2, 153.2

TABLE III: Sample pulse design parameters for a synchronousVLP setup with Ĩℓ = 50 lx

for ℓ = 1, 2, 3, 4, Ĩavg = 10 lx, βub,(i) = 5.77 MHz for i = 1, 2, 3, 4, and receiver location

lr = [3, 3, 0.5] m.

electrical power consumption are illustrated in Fig. 2 (labeled as “Pulse design (optimal)”) for

various VLC receiver locations and various illumination limits, together with the other methods;

namely, the optimal and uniform power allocation algorithms in [8], and the uniform pulse

design approach. (The square-root of the objective function in (22a) achieved by each approach

is presented in they axes.) It can be observed from the figures that the introduction of a second

degree of freedom on the transmit pulse design leads to improved performance in terms of the

CRLB for relatively low values of total available power. Moreover, the proposed approach yields

a feasible solution even for lower total power limits where the optimal power allocation approach
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Fig. 4: Average power consumption on LEDs in asynchronous scenario for receiver locationlr = [3, 3, 0.5] m and illuminance

requirement̃Iℓ = Ĩavg = 30 lx for ℓ = 1, 2, 3, 4.
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Fig. 5: Average power consumption on LEDs in synchronous scenario for receiver locationlr = [3, 3, 0.5] m, illuminance

requirement̃Iℓ = Ĩavg = 30 lx for ℓ = 1, 2, 3, 4, and effective bandwidth limitationβub,(i) = 57.73 MHz for i = 1, 2, 3, 4.

in [8] is not feasible for given illumination level requirements. The main reason why the proposed

approach can ensure feasibility at a lower total electricalpower than the existing approach is

related to the flexibility of adjusting theE0 andE2 parameters (equivalently, the scale and bias
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Fig. 6: RMSEs of ML estimators (MLEs) andCRLB values (in meters) for different approaches versus averagepower

consumption on LEDs for receiver locationlr = [3, 3, 0.5] m, and illumination requirements̃Iℓ = 50 lx, Ĩavg = 10 lx for

ℓ = 1, 2, 3, 4, (a) for asynchronous scenario and (b) for synchronous scenario with effective bandwidth limitationβub,(i) = 5.77

MHz for i = 1, 2, 3, 4.

terms) in the proposed pulse design approach. On the other hand, only the amplitudes of the

pulse shapes are controlled in the optimal power allocationapproach in [8]. It is also noted from

Fig. 2 that the significance of the performance improvementsprovided by the proposed approach

depends on the location of the VLC receiver. Furthermore,the performance of the uniform pulse

design (power allocation) can asymptotically approach that of the optimal pulse design (power

allocation) at high average electrical power consumption since the electrical powers of all the

signals reach the upper limit on the individual electrical powers.

The CRLB performance in the synchronous VLP scenario, whichis obtained through the

solution of the synchronous CRLB minimization problem described in (35), is also investigated

for two different effective bandwidth limitations, as illustrated in Fig. 3. Related to the statement

in Lemma 4 about the attainment of the upper bound on the effective bandwidth to obtain the

optimal CRLB, it is noted that the usage of a higher bandwidthresults in lower CRLB levels.

Besides, the same observations regarding the wider feasibility region and the lower CRLB values

for the proposed approach than those in [8] can be made as in the asynchronous case. Moreover,
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it is noted that the algorithms achieve very close performance for high effective bandwidths.

Example values for the optimal pulse design parameters for the asynchronous and synchronous

scenarios corresponding to the proposed pulse design approach as well as to that in [8] are shown

in Tables II and III, respectively. The values in the tables illustrate the flexibility provided by

the proposed pulse design approach. For example, in the asynchronous case in Table II, the

proposed optimal approach can optimize bothPi and bi in (38) whereas the optimal power

allocation approach in [8] can adjustPi only (i.e., setsbi = 0).

Next, the total power minimization problem is examined for asynchronous and synchronous

VLP configurations. For the asynchronous scenario, the solution of the minimum power con-

sumption problem in (36) is demonstrated as in Fig. 4. It is observed that the optimal pulse

design approach achieves a lower total electrical power consumption than the optimal power

allocation approach and the uniform power allocation approach for a range of desired CRLB

levels. In Fig. 5, the minimum power consumption levels for the synchronous scenario, obtained

through the solution of the problem in (37), is illustrated.We can observe that in the proposed

approach, the LEDs require lower electrical powers in orderto satisfy the desired CRLB levels

than the other approaches, and power savings can be around 50% when the required CRLB level

is not very low.

Finally, to evaluate the benefits of the proposed approach for practical estimators, we imple-

ment the ML estimators forlr in the synchronous and asynchronous scenarios, namedl̂
syn

r and

l̂
asy

r , respectively, which can be obtained as [35]

l̂
syn

r = argmax
lr

NL∑

i=1

(
αi

∫ T2,i

T1,i

ri(t)si(t− τi) dt− 0.5Rpα
2
iE

(i)
2

)
(50)

and

l̂
asy

r = argmax
lr

NL∑

i=1

(
αiC̃

i
rs − 0.5Rpα

2
iE

(i)
2

)
(51)

whereC̃ i
rs ,

∫ T2,i

T1,i
ri(t)si(t−τ̂i) dt andτ̂i is the ML estimate ofτi, namely,τ̂i = argmaxτi

∫ T2,i

T1,i
ri(t)si(t−

τi) dt. Based on the signal parameters obtained for different approaches, the root MSE (RMSE)

values for the ML estimators (MLEs) together with the CRLB values are presented in Fig. 6 for

the asynchronous and synchronous scenarios. The results justify the legitimacy of the CRLB as

a performance metric for the considered problem and indicate that the proposed optimal pulse

design approach can provide lower RMSEs than the alternative methodologies. It is also noted
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that the ML estimators cannot converge to the CRLBs due to thepresence of upper limits on

the individual electrical powers of the LED transmitters.

V. CONCLUDING REMARKS

In this paper, we proposed the approach of optimal pulse shape design for LED transmitters

in asynchronous and synchronous VLP systems with the objective of improved localization

performance under several system constraints regarding LED powers and illumination levels.

In addition, we formulated the problem of optimal pulse design for minimum total power

consumption in LEDs under a certain requirement on the localization performance. All the

proposed optimization problems were proved to be convex; hence they can be solved efficiently

via standard convex optimization tools. In addition, some of the inequality constraints were

shown to hold with equalities, which reduces the search space in the optimization problems.

Via numerical examples, performance gains in localizationperformance and/or power saving

were demonstrated, which are due to increased degree of freedom in the proposed optimization

problems in comparison to that in [8]. In particular, electrical power consumption can be reduced

by around45% or localization accuracy can be improved by as much as25% via the proposed

optimal pulse design approach in certain scenarios.

Overall, the main rationale behind the proposed approachesis that under given practical con-

straints on electrical powers, illumination levels, and/or effective bandwidths, we can design pulse

shapes in an optimal manner to maximize the localization accuracy (or, to minimize the energy

consumption). It is observed that significant improvementscan be achieved in some scenarios

by satisfying all the practical constraints. In addition, the proposed optimization problems for

the pulse design approaches are convex and they can be solvedvery rapidly via standard tools.

Moreover, the proposed optimization algorithms do not haveto be solved very frequently as

location updates are not very frequent in indoor localization systems. As an important direction

for future work, experiments can be conducted to assess the benefits of the proposed pulse design

approaches.
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APPENDIX

A. FIMs for the VLP System

The (k1, k2)th element of the FIM for the asynchronous VLP system model can be expressed

as [35]

[Jasy]k1,k2 =
R2

p

σ2

NL∑

i=1

(
E

(i)
2 −

(E
(i)
3 )2

E
(i)
1

)
∂αi

∂lr,k1

∂αi

∂lr,k2
(52)

for k1, k2 ∈ {1, 2, 3}, with E
(i)
1 , E

(i)
2 , andE(i)

3 being as defined in (5), (6), and (7), respectively.

The (k1, k2)th element of the FIM for the synchronous VLP system model canbe found as

[35]

[Jsyn]k1,k2 =
R2

p

σ2

NL∑

i=1

[
E

(i)
2

∂αi

∂lr,k1

∂αi

∂lr,k2
+E

(i)
1 α2

i

∂τi
∂lr,k1

∂τi
∂lr,k2

−E
(i)
3 αi

(
∂αi

∂lr,k1

∂τi
∂lr,k2

+
∂τi
∂lr,k1

∂αi

∂lr,k2

)]

(53)

for k1, k2 ∈ {1, 2, 3}.

With the assumption in Section III-A induced, i.e.,E
(i)
3 = 0, i = 1, . . . , NL, the FIMsJasy

andJsyn can be expressed as

Jasy(E2) = (I3 ⊗E2)
T
Γ (54)

and

Jsyn(E1,E2) = (I3 ⊗E2)
T
Γ + (I3 ⊗ E1)

T
Γ̃ (55)

with

Γ ,




γγγ1,1 γγγ1,2 γγγ1,3

γγγ2,1 γγγ2,2 γγγ2,3

γγγ3,1 γγγ3,2 γγγ3,3


 ∈ R

3NL×3 (56)

γγγk1,k2 ,

[
γ
(1)
k1,k2

, . . . , γ
(NL)
k1,k2

]T
∈ R

NL (57)

γ
(i)
k1,k2

,
R2

p

σ2

∂αi

∂lr,k1

∂αi

∂lr,k2
, i = 1, . . . , NL (58)

Γ̃ ,




γ̃γγ1,1 γ̃γγ1,2 γ̃γγ1,3

γ̃γγ2,1 γ̃γγ2,2 γ̃γγ2,3

γ̃γγ3,1 γ̃γγ3,2 γ̃γγ3,3


 ∈ R

3NL×3 (59)

γ̃γγk1,k2
,

[
γ̃
(1)
k1,k2

, . . . , γ̃
(NL)
k1,k2

]T
∈ R

NL (60)
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γ̃
(i)
k1,k2

,
R2

p

σ2
α2
i

∂τi
∂lr,k1

∂τi
∂lr,k2

, i = 1, . . . , NL (61)

for k1, k2 ∈ {1, 2, 3}, whereI3 stands for the3×3 identity matrix and⊗ denotes the Kronecker

product. To compute the values in (58) and (61), we note

∂αi

∂lr,k
= −

(mi + 1)S

2π

((
(lr − lit)

Tni
t

)mi−1

‖lr − lit‖mi+3

(
mi n

i
t,k(lr − lit)

Tnr + nr,k(lr − lit)
Tni

t

)

−
(mi + 3)(lr,k − lit,k)

‖lr − lit‖mi+5

(
(lr − lit)

Tni
t

)mi(lr − lit)
Tnr

)
(62)

and
∂τi
∂lr,k

=
lr,k − lit,k

c‖lr − lit‖
(63)

for i = 1, . . . , NL andk = 1, 2, 3 [35].
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