To further confirm such an assertion, we have deposited Cu;Ge
onto n*-ZnSe and n-ZnSe to see if we can indeed achieve p*-n*
and p*-n junction-like I-V characteristics. In these cases, we car-
ried out an extra 200 nm mesa etch with an area of 220 x 100 pm?
after Cu;Ge/Pt/Au was deposited onto the #*-ZnSe or n-ZnSe sur-
face. T/P/Au, a well known material for realising ohmic contacts
to n*-ZnSe and n-ZnSe, was subsequently deposited onto the
etched surface.

Fig. 2 shows the room-temperature I-V characteristics of the
Cu;Ge contact to n*-ZnSe and n-ZnSe. These I-V curves were
measured by applying an external voltage across the upper Cu;Ge/
Pt/Au contact and the Ti/Pt/Au ohmic contact. It can be seen that
when Cu;Ge was deposited onto n-ZnSe, a p*-n junction-like 1-V
characteristic was achieved. Under reverse bias (i.e. a lower volt-
age is applied on the Cu;Ge/Pt/Au contact side and a higher volt-
age on the Ti/P/Au contact side), electrons at the degenerated
valence band in the p* region can tunnel across the p*-n junction
which results in a large reverse bias current. The large > 10V for-
ward turn-on voltage is probably due to the large ohmic contact
resistance between Ti/Pt/Au and n-ZnSe. Under forward bias, we
also observed a strong ZnSe bandgap related to the blue-green
electroluminescence from the sample. The observed p*-n junction-
like I-V characteristic suggests that a Cu;Ge contact could locally
convert n-ZnSe into p*-ZnSe so as to form a p*-n junction in the
sample.

The I-V characteristic of the Cu;Ge contact to n"-ZnSe was also
shown in Fig. 2. It can be seen that we can observe a negative dif-
ferential resistance (NDR) with a peak-to-valley ratio of ~6 under
forward bias. Such NDR behaviour is very similar to that of con-
ventional p*-n* Esaki diodes. The fact that the Cu;Ge contact to
n*-ZnSe results in an I-V characteristic very similar to that of a
pr-n* Esaki diode again suggests that Cu;Ge can form a local p*
region on the ZnSe surface. Such an observation also agrees well
with the ohmic contact behaviour seen when Cu;Ge is deposited
onto p-ZnSe, as previously shown in Fig. 1.

In summary, Cu;Ge/PUVAu has been deposited on top of p-
ZnSe, n*-ZnSe and n-ZnSe. It was found that the observed Cu;Ge/
p-ZnSe ohmic behaviour is due mainly to hole tunnelling through
the metal/semiconductor interface. Also, a p*-n junction-like I-V
characteristic was observed from Cu;Ge/n-ZnSe. Furthermore, a
negative differential resistance with a peak-to-valley ratio of ~6
was observed under forward bias when Cu,Ge was deposited onto
n*-ZnSe. These observations all suggest that Cu;Ge can form a
local p* region on the ZnSe surface.
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Ultrasonic surface profile determination by
spatial voting

B. Barshan

A novel spatial voting scheme is described for surface profile
determination based on multiple ultrasonic range measurements.
The approach is extremely robust, flexible and straightforward. Tt
can deal with arbitrary numbers and sensor configurations, with
the intrinsic ability to suppress spurious readings, crosstalk, and
higher-order reflections, and process multiple reflections
informatively.

Introduction: Ultrasonic sensors have been widely used in intelli-
gent systems since they are robust, light and inexpensive. They are
capable of revealing a great amount of useful information when
coupled with appropriate data processing and interpretation. The
approach described here is aimed at the determination of arbitrary
surface profiles, and is completely novel in that a spatial voting
scheme is applied to range data. Although voting strategies have
been previously used in other areas [1 — 3] this is their first appli-
cation to ultrasonic surface profile determination.. The method
presented is extremely flexible and can easily handle arbitrary sen-
sor configurations as well as synthetic arrays obtained by moving
a relatively small number of sensors. Approaches based on geo-
metrical or analytical modelling are often limited to elementary
target types or simple sensor configurations [4, 5]. A commonly
noted disadvantage of ultrasonic range sensors is the difficulty
associated with interpreting spurious readings, crosstalk, higher-
order and multiple reflections. The proposed method is capable of
effectively suppressing the first three of these, and has the intrinsic
ability to process echoes returning from surface features further
away than the nearest (i.e. multiple reflections) informatively.

The method presented in this Letter, which is based on the use
of multiple ultrasonic range measurements combined with spatial
voting and thresholding, can be applied to different physical
modalities of range sensing of vastly different scales and in many
different areas. These may include radar, sonar, optical sensing
and metrology, remote sensing, ocean surface exploration, geo-
physical exploration, robotics and acoustic microscopy.
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a b
Fig. 1 Arcs showing reflection points

a For the same transducer transmitting and receiving (circular arc)
b For different transducers transmitting and receiving (elliptical arc)

Simple ultrasonic range sensors are considered that measure
time-of-flight ¢,, which is the round-trip travel time of the pulse
between the transducer and the point of reflection. Given the
speed of sound ¢, the range r can be easily calculated from r = cz,/2.
Although such devices return accurate range data, typically they
cannot provide direct information on the angular position of the
point on the surface from which the reflection was obtained. Thus,
all that is known is that the reflection point lies on a circular arc
of radius r, as illustrated in Fig. la. More generally, when one
transducer transmits and another receives, it is known that the
reflection point lies on the arc of an ellipse whose focal points are
the transmitting and receiving elements (Fig. 1b). The arcs are
tangential to the reflecting surface at the actual point(s) of reflec-
tion.
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Most commonly, the large beamwidth of the transducer is
accepted as a device limitation that determines the angular resolv-
ing power of the system, and the reflection point is assumed to be
along the line of sight. In our method, circular or elliptical arcs
representing the uncertainty of the object location are drawn. By
combining the information inherent in a large number of such
arcs, angular resolution far exceeding the beamwidth is obtained.

Surface profile determination: Structured sensor configurations
such as linear and circular arrays, as well as irregularly configured,
moving and synthetic arrays, have been considered. Structured
arrays are often preferred in theoretical work for simplicity and
ease of analysis, whereas the method presented here can cope with
irregular arrays equally easily. Although the problem of optimal
sensor placement is a subject for future research, the large number
of simulations and experiments performed indicate that it is pref-
erable to work with irregular arrays, since the randomised vantage
points of the sensors tend to complement each other better than
structured ones. As an illustrative example, Fig. 2a shows the arc
map obtained from a surface using an irregular sensor configura-
tion. Although each arc represents considerable uncertainty as to
the angular position of the reflection point, the actual curve can
be visually extracted by examining the arc map in Fig. la. Arc
segments near the actual reflection points tend to reinforce each
other. Arc segments not actually corresponding to any reflections
and simply representing the angular uncertainty of the transducers
remain more sparse and isolated. Similarly, those arcs caused by
higher-order reflections, crosstalk and noise also remain sparse
and lack reinforcement.
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Fig. 2 Arc map and sensor configuration, processed map and curve fit

a Arc map and sensor configuration
b Processed map with 1 = 5

¢ Curve fitted to b and actual surface
curve fitted to b

— — — — actual surface: € = 2.74cm

The information contained in the arc map is processed by
employing a spatial voting scheme followed by thresholding. First,
a matrix is created which represents the number of arcs crossing
each pixel. The values of pixels that have not been crossed by any
arcs remain zero. The values of other pixels are equal to the
number of arcs crossing them. A pixel size of 1cm was used in our
examples.

Next, a suitable threshold level T is chosen to select those pixels
that have been crossed more frequently. If the number of crossings
for a given pixel is less than t, the value of that pixel is set equal
to zero. If the number is greater than or equal to 7, the pixel value
is set equal to one.

The result of applying the above procedure to Fig. 2a is pre-
sented in Fig. 2b.

As a last step, a least-squares polynomial fit is obtained to com-
pactly represent the surface. The curve fitted to the processed map
in Fig. 2b is displayed in Fig. 2¢. A root-mean-square error meas-
ure, € = {N1 XX [p(x) — p(x)]*}V2, comparing the fitted poly-

nomial p(x;) with the actual surface profile y(x;), is introduced.
Here, N is the total number of columns in the arc map matrix.

According to this criterion, the best result for the example of
Fig. 2 is obtained with T = 5, as shown in Fig. 2¢. The large
number of simulations and experiments performed indicate that
the minimum error is almost always obtained with threshold val-
ues between 4 and 6.
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143/3
Fig. 3 Arc maps, processed maps and curve fits

a Arc map and sensor configuration
Data are collected by translating circular array of five sensors from
(=75, 0) to (75, 0) and refiring every 2.5cm
b Processed map with =5
¢ curve fitted to b
— — — — actual surface: € = 2.12cm
d Arc map obtained from rough surface
e Processed map with 1 =5
f curve fitted to e
— — — — actual surface: € = 3.45cm

Another example, based on experimentally obtained ultrasonic
range data, is shown in Fig. 3a-c. Although the method was ini-
tially developed and demonstrated for specularly (mirror-like)
reflecting surfaces, subsequent tests were performed also with
Lambertian surfaces of varying roughness. The results indicate
that the method still works for rough surfaces with slightly larger
errors, as exemplified by Fig. 34-f. The surface in Fig. 3a-c was
made of smooth, thin cardboard, whereas the results in Fig. 3d-f
were obtained when the same surface was covered with bubbled
packing material. The ultrasonic devices used in the experiments
were Polaroid 6500 series transducers, operating at a resonance
frequency of f, = 49.4kHz.

Conclusion: A novel method has been described for determining
arbitrary surface profiles by applying spatial voting and subse-
quent thresholding to data acquired by ultrasonic range sensors.
The method is extremely flexible, versatile and robust, as well as
being simple and straightforward. It can deal with arbitrary num-
bers and configurations of actual and synthetic arrays of sensors.
Accuracy improves with the number of sensors used and can be as
low as a few centimetres. The method is robust in many aspects; it
has the inherent ability to eliminate undesired range readings aris-
ing from higher-order reflections, crosstalk, and noise, as well as
processing multiple echoes informatively.

The CPU times involved were of the order of a quarter of a sec-
ond, indicating that the method is viable for real-time applica-
tions. Map-processing operations were implemented in the C
programming language and the programs are run on a 200MHz
Pentium Pro PC. The method can be readily generalised to three-
dimensional environments with the arcs replaced by spherical or
elliptical caps and the spatial voting rules extended to three dimen-
sions. In certain problems, it may be preferable to reformulate the
method using polar or spherical co-ordinates. Some applications
may involve an inhomogeneous and/or anisotropic medium of
propagation. It is envisioned that the method can be generalised
to such cases by constructing broken or non-ellipsoidal arcs.
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