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Abstract

An upper bound is derived on the capacity of a cognitive rddiR) system by considering the effects of
path loss and log-normal shadowing simultaneously for glsigell network. Assuming that the cognitive radio is
informed only of the shadow fading between the secondamyr(itoe) transmitter and primary receiver, the capacity
is achieved via the water-filling power allocation strategyler an average primary signal to secondary interference
plus noise ratio (SINR) loss constraint. Contrary to thefgrrchannel state information (CSI) requirement at the
secondary system (SS), the transmit power control of thesS&c¢omplished in the absence of any path loss
estimates. For this purpose, a method for estimating thariteneous value of the shadow fading is also presented.
A detailed analysis of the proposed power adaptation glyasigeconducted through various numerical simulations.

Index Terms—Cognitive radio, capacity, water-filling, power controhaslowing, path loss.

I. INTRODUCTION

As pointed out by the Federal Communications CommissiorCi-@e main cause of spectrum scarcity
is the inefficient spectrum allocation policy [1]. Majoritf the frequency bands are devoted to specific
users with exclusive licenses, and stringent limits areaseol on their maximum transmitted power levels
to prevent mutual interference over all times. With the ad\d technology, sophisticated transmitters with

adaptable parameters are manufactured and receivers enone immune to inter-system interference.
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This process has brought the necessity to adapt new spectsage policies over already allocated
frequency bands to enhance the performance of currentnsgsdad make room for new technologies.
Mitola introduced the concept of cognitive radio (CR) whiadies on permitting secondary system
(SS) users to utilize the resources devoted to the primastesy (PS) opportunistically [2]. The current
approaches can be grouped under two categories: (a) Opmiituspectrum access, and (b) Spectrum
sharing [3]. In the first approach, an SS user tries to detecabsence of PS users and makes use of the
spectrum holes. On the other hand, the second approachsalo8S user to operate simultaneously with
PS users under the condition that the interference from ghes&r should not compromise the reception
quality of the licensed PS users. In the latter scenarios itrucial to adjust the transmit power and
rate of the SS user in an adaptive manner to maximize the ghput while restricting the interference
to PS users. More explicitly, the SS user may utilize the neamore efficiently (with higher power)
when the path between the secondary system transmitterrandrp system receiver is subject to deep
fading. As a result, ergodic (Shannon) and outage capaafieognitive radio are studied extensively in
the literature under different fading environments (Rmfie Hoyt, Rice, Nakagami-m, Log-normal, etc).
Several performance metrics have been proposed to optiseieendary spectrum utilization, including
but not limited to peak/average interference at the PSveganinimum outage capacity of PS, maximum
transmission outage probability of PS, peak/average mmanmwer of SS and bandwidth available to SS.

First, we present an outline of the results obtained so fdhimfield.

A. Prior Work

In [4], the capacity for the SS user is derived for differeypies of single-user and multiuser AWGN
channels under constraints on the average received power BS user (a.k.a. theterference temperature
(IT) constraint). In the absence of fading, it is shown thaotution similar to the achievable rate under
channel inversion based power adaptation policy can ber@atdor point-to-point AWGN channels. The
similarity of the solution to the transmit power-consteincase is evident since the received power is a
deterministic multiple of the transmitted power for a nawalihg AWGN channel. The discussion is also
extended to network cases including relay networks, mal@gcess channels with dependent sources and

feedback, and collaborative communications scenarios. ddse for time-varying PS and SS channels



due to fading is investigated in [5] by employing the methatteady introduced in [6], [7], [8] about
the capacity of fading channels under various transmit p@eastraints. The ergodic capacity of the SS
is evaluated in the case of perfect channel state informg@sI) and interference constraints at the PS
user’s receiver for different fading scenarios. Contraryhie case when the transmit power is constrained,
it is found out that channel capacity in severe fading coonlit (e.g., Rayleigh or log-normal fading)
exceeds that of the non fading AWGN channel. This resulttigbated to the fact that the SS user may
utilize the channel more efficiently (with higher power) whthe path between SS transmitter and PS
receiver is subject to deep fading. By considering averagk meak interference power constraints, the
authors derive the optimal power allocation schemes which out to be time-varying versions of the
water-filling algorithm. In [9], the authors derive the oggacapacity with its optimum power allocation
policy for Rayleigh flat-fading channel under both averagd @eak received power constraints at the
PS receiver. In [10], more power constraints related to thesimit power limitation of the SS user are
incorporated in addition to the interference power comstrat the PS receiver, and the corresponding
optimal power allocation strategies are studied to achtbeeergodic capacity and the outage capacity
of the SS user under block fading (BF) channel conditionsapacity increase is noted for the case of
average over peak transmission/interference power Gontsr

In [11], an information-theoretic analysis is presentedharacterize the optimal transmission strategy
and the corresponding channel capacity for an SS user oppmader both transmit and interference
power constraints imposed at a set of PS receivers. It is shbat by employing multi-antennas at
the secondary transmitter, significant capacity improvesiean be attained even under stringent power
constraints. In [12], single-input multiple-output mple access channels (SIMO-MAC) are considered
under interference constraints at the PS users and indivgleek transmit power constraints at the SS
users. In [13], an upper bound on the capacity for a cognites is derived by prohibiting any cooperation
between primary and secondary users. It is shown that thecitgpunder average and peak secondary to
primary interference to signal ratio (ISR) constraints barachieved via the water-filling power allocation
strategy when all the links are subject to identical and jrechelent Rayleigh fading. In addition to channel
fading, a simplified path loss model is employed to incorpomreffects due to network geometry in a

more realistic scenario. Finally, the case of multiple @ynreceivers is addressed and it is demonstrated



numerically that the capacity of cognitive radio grows witiple-log scaling if opportunistic transmission
scheduling is employed inside the PS.

Various attempts have been made to replace IT constrainteatS receiver with more advanced
techniques to enhance PS and SS performances. In [14], therawsuggest the use of minimum-PS-
outage-capacity requirement instead of the IT constraiatifjust the SS transmission. Despite its improved
performance, this new constraint requires additional Kedge about the PS CSI at the SS transmitter. To
reduce the operational complexity of the cognitive uses, tlovel minimum outage capacity requirement
for the PS is converted into an approximate interferencegp@enstraint that has to be satisfied by the SS
user in [15]. In [16], the achievable transmission rate & 88 user is maximized without inflicting any
outage capacity loss at the PS via opportunistically adggtie transmit power. Another novel constraint
that utilizes the additional CSI of the PS fading channelr@ppsed to replace the IT condition in [17]. In
addition to the average/peak transmit power constraihésriaximum transmission outage probability of
the PS user is limited to stay below a desired target valua fesult, excess interference from the SS user
can be accommodated by exploiting the non-zero outage pildjpanargin. The corresponding optimal
power allocation strategies of the SS are determined to miagiits ergodic and outage capacity. It is
reported that significant capacity gains can be obtainedh®rSS user with respect to the conventional
IT constraint under the same PS user outage probabilityl8h p cognitive radio network is considered
where multiple SS users benefit from the spectrum of the P®rufadiing channels via the frequency
division multiple access scheme. A total bandwidth comstia introduced in addition to the peak/average
transmit power constraints at the SS users and the peastfpa/&F constraints at the PS receiver. Closed-

form solutions for optimal bandwidth allocation are detered for any given power allocation.

B. Our Contribution

Most of the prior analysis in this subject focuses on fadihgrmmels while paying comparatively less
attention to the effect of network geometry on the capacftyagnitive user, mainly due to inherent
analytical difficulties associated with the latter [13]. practice, it is of utmost importance to take into
account the relative distances between respective nodascmmmunications network since path loss

constitutes the most important determinant of the achievedies.



In the following analysis, we derive an upper bound on thedig capacity of the cognitive radio by
considering detailed interference scenarios due to n&tgeometry in addition to log-normal shadowing
for a single-cell network system. Assuming that the secon@@ognitive) user is only informed of the
shadow fading between secondary transmitter and primasiver, a closed form expression is obtained
for the SS power transmission strategy under an averagagpyisignal to secondary interference plus noise
ratio (SINR) loss constraint. Contrary to perfect CSI reeuoient at the SS transmitter, the transmission
power control of the SS can be accomplished in the absencayopath loss estimates. To that aim, a
method to estimate the instantaneous value of the shadamgfélalso given.

The remainder of the paper is organized as follows. In Sediiowe state the system model and
assumptions for the analysis of the single-cell networlerTlsecondary system transmission power control
problem is studied under an average SINR loss constrainbhenabsence of any path loss estimates
in Section Ill. Section IV discusses the approaches on howstonate the instantaneous value of the
shadow fading, which is the sole determinant of the propcseategy. Next, we conduct a number
of numerical simulations to obtain an in-depth analysis led suggested power adaptation method in

Section V. Concluding remarks are made in Section VI.

1. SYSTEM MODEL

For the PS model, a single-cell environment is assumed irapalysis as shown in Fig. 1. The inter-
node distance state vector is denoted:By [rss, rs,, 7,5, Tpp), Where subscript andp denote primary and
secondary, respectively. The first subscript indicatestridw@smitter while the second corresponds to the
receiver. A primary transmitter (base station PSBS) istkdtat the center of the primary network with
radius R¢. It is assumed that primary system receiver (PSRX) and skcgrsystem receiver (SSRX)
are independently uniformly distributed inside the priynaervice area. Furthermore, secondary system
transmitter (SSTX) is assumed to reside uniformly anywloera circle centered at the SSRX with radius
rss. Under this probabilistic setting, the joint probabilitgrtsity function (PDF) of the inter-node distances
and angles can be expressed as

27ps Tpp
24 7
TR,

Pr(rps, rpp, 0, ¢) = (1)



for 0 < rps, 7 < R, 0 <0 <7, and0 < ¢ < 2w, whered is the angle between,, andr,,, and¢ is
the angle between,; andr,,. Both angles are uniformly distributed in their respectivenains. From the
network topology depicted in Fig. %,, can be determined for each realization of these randomblasa

asry, = |rppe”’

— (rps + 155" ™) |, wherer,, is assigned different values for capacity computations.
We denote the state vector for node locations with= [r,,, r,,, 6, ¢]. Using the same notation, the
state vector for shadow fading is representedéby: (&, sp. Epss &pp]- Elements of€ are modeled as
independent and identically distributed (i.i.d.) Gaussiandom variables with zero mean and standard
deviationo,z, where subscripi B relates to the well-known log-normal shadowing model [¥9handn
are assumed to be statistically independent, meaning hiaaiosv fading is independent of the distribution
of the nodes within the primary network. Hence, the combietect of path loss and shadow fading is
modeled as follows

§TX,RX

G(r.érx.rx) = Grx Gpatnrx,rx (1) 10710 Ggrx, (2)

where Ganrx.rx (1) is the contribution of path gain<( 1) alone, 10¢x.#x/10 is the gain due to log-
normal shadowing(zry and Grx are antenna gains at the transmitter and receiver, regplgctiVhen
one of the nodes in the transmitter-receiver link is the k&adon, the path gain model is denoted by
Gpatn.ps.ue(r), which is computed based on ITU-R M. 1225 Pedestrian [20].tke remaining links, a
common path gain model based on IEEE 802.11n Model F is assanterepresented WY, e ve(r),
where UE means user equipment [21].

The primary transmit poweF, is fixed, as is usually the case for base stations [19]. Tloeatlon policy
for the secondary transmit powgy will be determined in this paper relying only on the instaretaus value
of the shadow fading between secondary transmitter andapyimeceiver in the absence of any path loss
estimates Although only partial CSl is required at the SS, the infotima regarding the instantaneous
shadow fading should still be communicated between PS anth®8gh reliable links (e.g., a wired
backbone channel, a wireless channel such as a cognitoeghinnel, or a common database server).
For clarity of discussion, thermal noise at the SS receigeassumed to be negligible in comparison

with the interference from PS user. Finally, this discussian be generalized easily to multiple primary

1Section IV discusses the approaches on how to estimate stentaneous value of the shadow fading.



receivers by restricting primary transmitter to commutecaith a single primary receiver at any given

time; hence, the interference within the PS due to primasntgyis avoided.

[1l. SECONDARY SYSTEM TRANSMISSION POWER CONTROL UNDERAVERAGE SINR Loss

CONSTRAINT

When the SS utilizes the downlink (DL) resources of the P8,uilctim of the interference from the
SSis a PS user equipment (PSRX) as shown in Fig. 1. To cohedhterference level for the target PS,
a method of transmission power control is needed for the S$Tike PS can tolerate an average SINR
loss SINR,s5.101, Caused by the interference from the SS, the valliéR,,,,; can be regarded as the
SINR margin of the PS. For example, the SINR margin of the R8dcbe obtained from the difference
between the actual SINR of the target primary link and thelireqd SINR in accordance with the Quality
of Service (QoS) level of the target primary link. Alternaly, an interference level for the target primary
link that is considered to be negligible could be regardethasSINR margin of the PS. Hence, the value
SINR 055,101, Which corresponds to the SINR margin of the PS, is an impbpgarameter in this method.

The ergodic capacity maximization problem for the SS undeawerage SINR loss constraint can be

written as

max [E, ¢ {log, (1 + SIR,
o Eng {log, (14 5IR,))

subject to Ey ¢ {SINR 10ss } < SINRyoss 1ol 3)

where P; (n, &) denotes the power transmission strategy of the SS assuming$! is available SIR,
represents secondary signal to primary interference ttithe secondary receive$INR,, ,.ss denotes
primary signal to secondary interference plus noise rdttheaprimary receiver, anflINR s :.; represents
the average SINR loss tolerance at the primary receiver.

The instantaneous SINR loss at the primary receiver is gagen

Py(n, &) G (rep,Esp)
N )

p

SINR, Joss = 1 + (4)

where N, denotes the thermal noise power at the PS receiver. Thdetktiérivation of (4) is shown in

Appendix VII-A. It is noted thatSINR,, ;s is independent of the primary signal powgy. Similarly, we



have

Py (1’1, 5) G (Tssw 588)
Py G (1ps; &ps) ’

Using the method of Lagrange multipliers [19, Chapter 4§ tptimal transmission power allocation

SIR, = %)

policy for SS is given as

Np _ Py G (rps, ps) i
G (Tsm gszn) G (Tsss Ess) 7

where [z]T = max(0,z) and c is a constant that should be determined from the average J0NER

P;(n, &) = |c

(6)

constraint in (3). Since the expectation needs to be takentlmthn andég, it is very difficult to compute
in general. Even if it is solved, optimal strategy requiresf@ct CSI at the secondary transmitter which
is not practically desirable.

In the following, we assume that the only CSI available to $$e instantaneous value of the shadow
fading between secondary transmitter and primary receBa&sed on this assumption, we show that an
upper bound on the capacity can be obtained by invoking déenseequality [22]. LetP; (1, &s,) denote
secondary transmission power as a functiorgpfwhen secondary transmitter and receiver are separated
by a distancer,,. Sincer and £ are independent, average SINR loss at the primary receaerbe

expressed as

[e.e]

STNT, o = 1+ 5 (rs0) / Py (res. €) 107 fe (€) dE. @)

where « (r55) = G p/NpEa {Gpanvrve (rsp)}s fe,,(§) is the zero mean Gaussian distribution with
standard deviation,z for shadow fading exponent, and the expectation is compaxed the joint PDF
of the inter-node distances as stated in (1). Subsequeawgrage SIR at the secondary receiver can

be obtained as a function of the shadow fading expoggntaind the distance,, as SIR; (7, &sp) =

Py (rss,&sp) X (155), Where

~ Gug e(lnléoc’dB)Q

P,Gps

X (7ss) Gpath,uEUE (Tss) En { ! } . (8)

Gpath,BS,UE (Tps)

From Jensen’s inequality, an upper bound on the ergodiccigpzan now be obtained as

CiP(rss) = / log, (1 + SIRS(TSS,SSP)) fe,, (§) d§ bps/Hz. 9

—00



In the following discussion, the subscripts are dropped tes@rve notational simplicity. In order
to obtain transmit power strategy maximizing the upper lobon the capacity for SS, the following

constrained optimization problem is constructed

max [ og, (14 () 1) (O de

subject to /_ P,(€) 1070 f(£) dE < v, (10)

wherey £ (SINRyoss.t00 — 1) /1 is Obtained from the constraint on the aver&d®R loss. We can write

the Lagrangian as

o0

—00 —00

LN = - [ 1on, (14 O ) 1@ de A ([ RO 105 f@ de-1) @

and differentiating with respect t8;(¢), we get

OL(Ps(§), ) 1 X £ _
TOR(© | m2iyRy YA
—> P,(£) = 7; - (12)
10 AIln2 X

Solving for P (£) with the constraint that; () > 0 yields the familiar water-filling solution as

! (105"15“’ - 1) if £, < &
Ps (71337 53;}) - X (13)

if Sop > o

for some cut-off valué. It is noted that SS transmission is stopped whenever trdoshtading exponent

o

&sp between secondary transmitter and primary receiver excted cut-off value, (in dB) in order to
satisfy the average SINR loss constraint at the primaryivece, can be solved numerically from the

interference constraint, i.e.,

/ " (10% —10%) f(¢) dg=x-. (14)

Since normal distribution with zero mean and standard dieviar,; is assumed for the shadow gajg

between SSTX and PSRX, the cut-off value can be solved eguia from

1050/10 (1 . Q <%)) . 6(1111(1)00'd}3)2/2 (1 _ Q (% — h:l[%o‘dB>) =X-7 (15)

whereQ(-) represents th@—function for the tail probability of the standard normaltdisution. It should

be emphasized that singeis a function ofr,,, & also depends on,, by the above equation.



The power adaptation strategy given in (13) allows SSTX tustd its transmit power based only
on the instantaneous value of the shadow fading exponewntebat SSTX and PSRX. In other words,
the power adaptation can be performed in the absence of ahylgss estimates which would require
additional knowledge of the distance between the respecdindes. Section IV discusses the approaches

on how to estimate the instantaneous value of the shadowdgadi

V. ESTIMATION OF SHADOW FADING

In this part, we present a method for estimating the insteadas value of the shadow fading exponent
which does not require the knowledge of the distance betweeandary transmitter and primary receiver
(hence, itis applicable in the absence of any path loss astsh Our approach is based on the modification
of the least-squares shadow fading estimation method shdistussed in the references [23], [24]. We

begin by summarizing the method proposed in [23], [24].

A. Least Sguares Based Shadow Fading Estimation

The first step in the estimation of the shadow fading is to ielate the multipath effect in the received
signal power. Since the fast fading due to multipath saatjevaries with a distance on the order of a
wavelength, averaging the received power over segmentg otan remove small-scale effects such as
multipath fading while large-scale effects such as disgdoss and shadow fading can be assumed to stay
constant [25].

Next, a deterministic distance dependent path loss modelasi to Okumura-Hata model [26] is

assumed in order to extract the shadow fading component:
101ogyq (hiess(d)) = A+ Blogy,(d)

whered is the distance between secondary transmitter and pringgiver (in km),h,,,s IS the deter-
ministic long term distance dependent path loss. Togetlitdr sontribution from the shadow fading, the

integral (overall) path loss is expressed as
101logyq (hen(d)) = A+ Blogy(d) + 101og,(hsh) (16)

where hg, is the channel’s shadow fading component (modeled withnlagrally distributed random

variable) that is responsible for the slow variation in teeeaived signal power due to obstacles and



obstruction in the propagation path. Recalling that thedoam variable describing the shadow fading
component is modelled as

hy, = 10% /10 (17)
where 7 is a zero-mean Gaussian random variable with unit variaweehave
E{10log,o(hsn)} =0 dB (18)

Measurement of the integral path loss is obtained over eaminant and the data sgit0 log, (hen(d;)) ; d; }
is constructed. When a large number of measurements aexiall the distance loss component can be
estimated by calculating the least squares fit to the avesgived powers from all0\ segments against
log-distance. In other words, the parametérand B can be obtained as the least squares estimate (c.f. least
squares line fitting problem [27]). Using the regressionatigu (i.e., parameterd and B), the shadow
fading component can be extracted as the vertical distastveclen the estimated distance dependent path
loss component (i.e., the regression line) and the averaggved power measurement over each local

area [23], [24].

B. Proposed Shadow Fading Estimation Method

In this part, we adapt the least squares based shadow fastingaéion method described in the previous
paragraphs so that it does not require the knowledge of thet estance between transmitter and receiver.
Instead, we assume that the average received powers fradd)atlegments are measured with respect to
an unknown baseline distandg between transmitter and recei¥elsing the same path loss model as

above, the following relationship is obtained:
10logyg (hen(d)) = A+ Blogyo(do + d;) 4+ 101ogyo(hsp) (19
di
= A+ Blog,,(do) + Blog, (1 + d_) + 101og,(hsh) (20)
0

By the following Taylor expansion identityn(1 +2) = o — & + 2" — 20 4 ... for —1 < z < 1 and

keeping the first two terms in the above expression, we obkeirsecond order Taylor approximation:

d, 1 (d, @
logyo (14 %) n L (% _ 4 21
Oglo( +d0> In 10 <d0 2dg) (21)

2Contrary to the previous case, in this framework it is nemgsshat the secondary transmitter moves along the line exiimy the

secondary transmitter to primary receiver in order to espihe total distance ak + d;



By definingag = A + Blog,o(do), a1 = 715 anday = M%‘l—flo, the integral path loss can be expressed
as

10 10g10 (hch(d)) ~ ag + CL1di + CLQCZ? + 10 1Og10(hsh) (22)

or similarly by keeping the first: terms, the integral path loss can be approximated by thewoig

n—th order polynomial:
101logg (hen(d)) = ag + ard; + apd? + - - - + a,d? + 10log,(hep) (23)

Consequently, with a large number of measurements, we damad new least squares fit to the average
powers over alB0A segments (corresponding to variodisvalues such thald;| < dy). Contrary to the
previous case, this estimate depends on the distancesdretive initial measurement location of the
secondary transmitter and the consecutive segments ouveh wieasurements are conducted instead of

the exact distance between secondary transmitter and myriraeeiver at each successive measurement

segment.
In matrix notation, _ ~ o -
P 1 d; d% dy aop
P2 1 d2 d2 e dR aq
_ 2 2 (24)
P, 1 d, dfn R .
- e - - = =
P D a

wherep represents the average received power measurenignssthe matrix of relative distances of the
measurement locations with respect to the initial refezgmuint, anda is the regression polynomial coef-
ficients. When the number of measurementss much larger than the number of regression coefficients

n + 1, the least squares solution is given by
a=(D'D) ' D'p (25)
As discussed previously, once the regression coefficignts:, , as, . . ., a, } are computed, the shadow

fading component0 log,,(hshaa0w) CaN be determined from the vertical distance between thesumed

average received power and the distance dependent patlestissate calculated from the regression



polynomial for a given relative distancg. Implicit in the derivations, it is assumed that the trartseni
power is fixed while the received power measurement are taken

It should be pointed out that the above approach takes irtoust the effect of distance dependent
path loss over the segments where average (over the mblfipding) received power measurements are
collected. This analysis can be simplified even further ifcga assume that the distance dependent path
loss can be safely assumed constant across these segméatasshring that they are well-separated to
obtain uncorrelated shadow fading measurements. In tisis, ¢the regression operation which basically
provides us with the distance dependent path loss infoomagtino longer necessary. In other words, after
the local power measurements are obtained by averagingtioeenultipath effect in each segment, the
distance dependent path loss value can be computed byrgaoyi a final averaging operation over the
values returned from each segment. Lastly, the instantengtadow fading component can be determined
by subtracting the received power measurement from the atedpnean value. Using the same notation
as above, the mean received power due to distance deperaténiops effect (averaged over multipath

and shadow fading) is calculated by the sample average beedB values as follows

p= Zia B (26)

m
Next, let P,,,; denote the instantaneous local received power averagadtlewenultipath fading. The

instantaneous shadow fading loss is given by

10 loglo(hshadow) = Pinst —P (27)

C. Related Resources

In the previous paragraphs, we have focused on the estimafidhe instantaneous shadow fading
component from the received power measurements using #s¢ sguares approach. The first step in
this method was to average the instantaneous received gowemove the fast multipath fading while
following the variations of the slower shadow fading. Basedthe work in [23], [24], the averaging
window size was selected to 3®)\. However, depending on the relative velocity between trattsr
and receiver, shadow fading correlation and other congiders, the averaging filter bandwidth may need

to be updated [28, Sec. 12.3]. For a more detailed discussiowindow-based estimators, we refer



the reader to the review paper [29]. Window-based estirmadoe designed assuming constant shadow
power over the duration of an averaging window [30], [31]2][3There are also Kalman filter based
power estimation and prediction algorithms with superierf@rmance in comparison to window-based
approaches [33]. The non-Gaussian nature of the receig@dwers requires special consideration in
wireless radio environments. To that aim, a sequential 8apemethod is proposed in [34] for dynamic
estimation and prediction of local mean powers from ingtaabus signal powers in composite fading-

shadowing channels with a Nakagami-m fading component aR@. )Ashadowing component.

V. NUMERICAL RESULTS

In this section, we present several numerical simulationsrder to evaluate the performance of the
proposed power adaptation strategy under the average fIddRcbnstraint. System model parameters are
selected as shown in Table I.

The distance gail,q..», 55,0 () between BS and UE is modeled based on ITU-R M. 1225 [20]. Since
path gain should always be less than the free space gain, weeshghtly modified this model to prevent
the formula resulting in high gain factors for small valudstlee distancer. The resulting path gain

formula can be expressed as a piecewise function

107
Y if r>r
Gpath,Bs,UE(T) = 1071 (28)
— ifr<
fp

wherer is in meters andf is in MHz. r; can be chosen as a small fraction of the PS cell radius. In our
analysis,”; = 0.01 R¢ is employed.
The distance gaild,..»veve(r) between UEs is modeled according to IEEE 802.11n model F, [21]

which is described by the following piecewise function €afthe slight modification explained above)

( 2 1.5
c 30 .
<47r106 f) s 230

2
Gpatnveve(r) = (Wc%‘r) if . <7r <30 (29)

c 2 i
|\ 47100 fry =

wherer, f, r; are as defined above, ands the speed of light in meters/sec.




The next constituent of the path gain, i.e., the shadow gaimetween any two nodesand; is modeled
as a Gaussian random variable with zero mean and standaratidew,z = 10dB. No correlation
is assumed among shadow gains corresponding to distin& pails, hence implying independent yet
identical Gaussian models with the following PDF

1

— —&§%/205p 30
€ Y
vV 27TO'dB ( )

Pe;; (5)

for —oo < € < 0.

The exact ergodic capacity as a functionrgf can then be computed numerically from

C:xact (Tss) — Enﬁ {10g2 (1 + SIRS)} (31)

PS 88y SSp G 8§59 58S
el (1222551205

where P; (1,5, &) is substituted from (13). The multiple integral over thenjopdf of the inter-node

distances, angles and shadow fading distributions arei@esd numerically by averaging the results from

a total of 107 realizations of each random quantity using Monte Carlograton techniques [35].

A. Exact Ergodic Capacity Analysis

In Table Il, the parameters necessary for calculating ttepgsed power adaptation strategy while
satisfying the average SINR loss constraint are providedidavnlink communications. For a given value
of r,, transmit power of SS is determined by substituting the patars supplied in the corresponding
row of the table into (13).

Next, we provide the plots for the exact ergodic capacityvesirwhich are obtained by computing
the instantaneous SIR from (31) based on the power adaptagicameters given in Table Il. Using this
guantity, we obtain the corresponding instantaneous dgpealues which are then averaged over the
joint PDF of the inter-node distances and the shadow fadistgilolition as suggested by (31).

The resulting exact Shannon capacity curves are depicteyir2. Relatively small capacity values can
be attributed to the fact that the power adaptation stratedjges only the knowledge of instantaneous
shadow fading whereas full CSI of the links in the singld-eglvironment is required to attain higher

capacity values.



Further insight can be obtained by inspecting Fig. 2 in ma®itl As the transmit power of PSBS
increases, SS ergodic capacity decreases due to high&s tdvaterference from PS. More evidently, SS

ergodic capacity decreases with increasing distance eet8STX and SSRX due to higher path loss.

B. Effect of Shadow Fading Exponent Sandard Deviation

In this part, we try to find out how the performance of the psgabpower adaptation strategy responds
to changes in the standard deviation of the shadow fadingrexg. To that aim, we let the standard
deviation of the shadow fading exponent to take values instte{4,6,8,10,12,14} dB. Assuming
i.i.d. shadow fading between the nodes, the proposed padegtation strategy is implemented assuming
this information is available at the SS. Same procedurepsated for all values of the standard deviation
of the shadow fading exponent. The resulting average ecgoalpacity values are plotted versus the
distance between SSTX and SSRX in Fig. 3. It is observed Heapérformance of the power adaptation
strategy improves as the standard deviation of the shaddwgaxponent is increased. This fact can be
partly anticipated by noting that as the variance of the shadowggiticreases, some of the instantaneous
shadow fading measurements that are smaller than the thdegalue {, may have much lower values
which will in turn have significant contribution to the ergodapacity due to the exponential nature of
the power assignment function given in (13). As a conclusiwa can state that the water filling power
adaptation strategy favors the shadowing processes vgtiehivariances over shadowing processes with
lower variances under the same average SINR loss constraiithe condition that the instantaneous

shadow fading measurements are error-free.

C. Effect of Shadow Fading Exponent Estimation Error

In this part, we analyze the effect of erroneously estingatime instantaneous value of the shadow
fading exponent on the performance of our power adaptatrategy. We try to find out the effects on the
ergodic capacity of the secondary system as well as theteftecthe SINR loss induced at the primary
system receiver. To that aim, the error incurred in estinggtihe instantaneous value of the shadow fading
exponent between SSTX and PSRX is modeled as a white unifamaiom variable added independently

to true value of the instantaneous shadow fading expondrd. proposed power adaptation strategy is



obtained based on the true value of the shadow fading stardéasiation, but the resulting hard-coded
power assignment function is supplied with the noise cdedipnstantaneous shadow fading exponent
measurements. The resulting ergodic capacity of the SSran&INR loss at the PS are calculated by
integrating the respective formulae over the joint PDF & thter-node distances and the true shadow
fading distribution. Since both the shadow fading exporemd the estimation error are modeled as
independently distributed random variables, the meassinadlow fading exponent (which is defined as
the sum of the two aforementioned quantities) is also a nandariable with variance equal to the sum
of the component variances.

The standard deviation of the shadow fading exponent estimarror is controlled through a mul-
tiplicative constanty. More explicitly, the variance of the measured shadow fadponent is given

as

2 _ 2 2
ash,measured =4 Ocpr + ash,true (32)

The variance of the uniformly generated estimation errerghosen to be equal to the true variance
of the shadow fading exponent, i.e;},, = 02, ... By assigning different values to the paramejer
the intensity of the shadow fading estimation error is a#jdisEvidently, = 0 results in error-free
instantaneous shadow fading measurements (or estimatek)t is enough to consider only the positive
values forg since the estimation errors are generated as zero-measrmnidndom variables.

In Fig. 4(a), we plot the effect of the shadow fading exponestimation error on the exact ergodic
capacity of the link between SSTX and SSRX for downlink comioations with P, = 20 dBm. It is
observed that the capacity drops gracefully for a givenevaliuthe distance between SSTX and SSRX as
the variance of the estimation error is increased. This mgsesghat expected because estimation errors are
uniformly distributed zero mean random variables whereas shadow fading exponent values are zero
mean Gaussian random variables. With a positive value fthheshold,, as the variance of estimation
error increases, more shadow fading samples will exceethtieshold$, when added to the estimation
errors (causing the transmission to be aborted,A,e= 0) than the ones shifted below the threshold.

In Fig. 4(b), the average SINR loss of the primary system @u8$ transmission is depicted as the

variance of the estimation error is changed for variousadist values between SSTX and SSRX. Although

the ergodic capacity is decreasing with increasing esikimadrror, it is noted that the average SINR loss



induced at the PSRX changes very little (close to the targkteSINR,, s = 0.01 dB) as we increase
the power of the noise up to twice the variance of the shadaindgaexponent. If the noise power is
increased to even higher values with respect to the trueewvaiiuhe shadow fading exponent’s variance,
we expect that the average SINR loss would rise to intolerablues jeopardizing the robust behavior
of the power assignment strategy. This is mainly due to tlog t#aat in this case, measurement noise
would dominate the shadow fading measurements and negatives of high magnitude would result
in exponentially increasing power assignments and caugefisant interference to PS receiver as can
be deduced from the power adaptation strategy given in f8)ever, we have plotted up to twice the
shadow fading variance~(1.41 of the shadow fading standard deviation) in dB. This chogelue to
the fact that higher measurement noise power values do mébreo with practical cases. Also, note that
the z-axis corresponding to average SINR losedsin dB units.

In order to thoroughly understand the probabilistic sutetof the SINR loss at the PSRX due to SS
transmission, the empirical cumulative distribution ftioe and some important statistics of the SINR loss
are presented for,;, = 50 m and measurement noise coefficigrt {0, 1} corresponding to the cases of
noise-free shadow fading estimation and estimation undieserwith 10 dB variance, respectively. These

are depicted in Fig. 5(a) and 5(b).

D. Effect of Average SNR Loss Constraint at the PS receiver

In Section V-C, we have employed a strict constraint on tlegaye SINR loss, nameBINR,, s = 0.01
dB. In this part, we repeat the analysis in the previous sedtly relaxing the constraint on the average
SINR loss at the primary system receiver. The exact ergajadty performance of the proposed power
adaptation strategy under the relaxed SINR loss constadintdB is presented for both noiseless and

noisy measurement cases in Fig. 6, 7(a) and 7(b).

VI. CONCLUSION

A novel power adaptation strategy has been proposed to nmexiime ergodic capacity of the secondary
system subject to an average SINR loss constraint at theaprisystem for a single-cell network. The

closed form water-filling solution can operate in the absesfcany path loss estimates depending solely on



the instantaneous value of the shadow gain between segamndasmitter and primary receiver. Numerical
simulations have been provided to corroborate the thealetesults. More explicitly, we have provided
plots for the exact ergodic capacity of the proposed stya#egl discussed the effect of the shadow fading
exponent’s variance on the performance. By employing umlp distributed estimation errors for the
shadow fading on the link between SS transmitter and PSweceve have analyzed the effects on the
ergodic capacity of the SS and the probabilistic struct@itb® SINR loss at the PS receiver. Furthermore,

we have shown how the proposed strategy behaves as the e@ifdB loss constraint is relaxed.

VII. APPENDIX
A. Derivation of Instantaneous SINR Loss at PS receiver

When no SS user is present in the PS service area, the SNR BEStheceiver can be written as

b,G (Tppv gpp)

SNR, = ~2=—1
p

(33)

where P, is the transmission power of the P&,(r,,.&,,) is the combined shadowing and path gain
between PS transmitter and receiver, a)ds the noise power at the PS receiver. When an SS transmitter

is present and interferes with the PS receiver, the SINReaPt receiver can be written as

_ PG (Tppv €pp)
SINRy = B 6) G (o €0 = 1V, (34)

where P (r, §) is the transmission power of the SS afidr,,, s,) is the combined shadowing and path

gain between SS transmitter and PS receiver. From (33) atjd t{& instantaneous SINR loss at the PS
receiver due to the SS transmission is given as

SNR, _ |, Pi(r,€) G(rp &)

IN _ _
SINRpos = g, = 1 N,

(35)

Equation (35) indicates tha&tINR,, ,.ss depends on the interference level from the SS and the thermal

noise at the PS victim, and it is independent of the PS trapowter.
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Fig. 1. Geographical parameters among the PS and SS nodesirigle-cell network system.

TABLE |

SYSTEM MODEL PARAMETERS

Parameter Value

PS service areéR¢) 500 m
Operating frequencyf) 2500 MHz
AverageSINR 10ss (SINRjoss,t01) | 0.01 dB
Transmission power of PSB&,) | 20, 30, 40 dBm
PSRX noise powe(N,) —96.8 dBm
BS/UE antenna gailG'rs/Gur) | 10/0 dB
Shadow fading std. devoz) 10 dB




TABLE Il

POWER ADAPTATION PARAMETERS FORDL COMMUNICATIONS SCENARIO INFIG. 2.

P, =20 dBm P,=30dBm || P, =40 dBm

(m) X o X &o X o

10 || 4737420| 30.49| 473742| 20.74| 47374| 11.66
20 || 1192817| 24.60| 119282| 15.19| 11928| 6.71
30 536380 | 21.26| 53638 | 12.13|| 5364 | 4.03
40 199296 | 17.22|| 19930 | 8.51 || 1993 | 0.88
50 93130 | 14.23| 9313 | 5.87 931 | -1.42
60 50453 | 11.90(|| 5045 | 3.83 505 | -3.19
70 30259 | 10.01| 3026 | 2.18 303 | -4.63
80 19595 | 8.45 1960 | 0.83 196 | -5.81
90 13453 | 7.13 1345 | -0.32 || 135 | -6.82
100 9662 5.99 966 -1.31 97 -7.69
110 7219 5.01 722 -2.16 72 -8.44
120 5563 4.15 556 -2.91 56 -9.10
130 4403 3.38 440 -3.58 44 -9.69
140 3561 2.70 356 -4.17 36 -10.22
150 2940 2.09 294 -4.70 29 -10.69
160 2468 1.54 247 -5.19 25 -11.12
170 2102 1.04 210 -5.62 21 -11.51
180 1814 0.59 181 -6.02 18 -11.86
190 1585 0.18 159 -6.38 16 -12.18

200 1398 | -0.20 140 -6.72 14 -12.48




SS utilizing DL resources of PS — Average SINR Loss Constraint
Exact Shannon Capacity
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Fig. 2. Exact ergodic capacity versus distance between SS8WXSSRX under average SINR loss constraint using the podagtation

strategy depicted in Table Il for downlink communicatio(SINR;,ss,:00 = 0.01 dB).



SS utilizing DL resources of PS — Power Adaptation Strategy
Effect of Shadow Fading Exponent Standard Deviation

45 ! ! T
L S - —*— 0y, g™ |
— + = 044870
35 —_ csh’dB:S i
5 —— Gsh,delo |
— B -0y 45~ 12

i~
I
B
o
9,
2
S 25
o
S
o2
Q
(@]
215
L
(0))]
2 |
0.5
0
0 50 100 150 200

Distance between SSTX and SSRX (rSSTX,SSRX)

Fig. 3. Exact ergodic capacity versus distance between SBIEDSSRX for various values of the shadow fading exponentlatd deviation

using the power adaptation strategy for downlink commuivoa under the same avera§ENR loss constraintYINR;,ss,t00 = 0.01 dB).



Effect of Shadow Fading Estimation Error — Downlink
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Effect of Shadow Fading Estimation Error — Downlink

Average SINR Loss at PSRX for PT’PSBS =20dBm
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Fig. 4. Effects of shadow fading estimation error on (a) thgodic capacity of the link between SSTX and SSRX, (b) awerat\NR
loss at the PSRX versus normalized standard deviation okglienation error and the distance between SSTX and SSRXdenlathk

communications.



Empirical CDF of SINR loss at PSRX — Downlink
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Fig. 5. Effects of shadow fading estimation error on the eitgi cumulative distribution function of the SINR lossat = 50 m: (a)

noiseless scenario, (b) under noise withdB variance for downlink communications.



SS utilizing DL resources of PS for P =20dBm
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Fig. 6. Exact ergodic capacity versus distance between S8WXSSRX under various average SINR loss constraints ussgroposed

power adaptation strategy for downlink communications.



Effect of Shadow Fading Estimation Error — Downlink

PT.PSBS: 20 dBm and SINRL =1 dB
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Fig. 7. Effects of shadow fading estimation error on (a) thgodic capacity of the link between SSTX and SSRX, (b) SINBslat
the PSRX versus normalized standard deviation of the estimarror and the distance between SSTX and SSRX for desivedage

SINRp 10ss = 1 dB in the case of downlink communications.



