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We discuss the importance of organizing information flow in computation in a manner enabling multiplexing of signal paths 
with distinct source and destination localities. This allows efficient use of high bandwidth interconnection media, leading to a 
decrease in system size and propagation delay for communication limited layouts. Among the three methods we consider towards 
this end, the fat-tree architecture is found to be near optimal. 

1. Introduction 

A major advantage o f  optical and superconducting 
interconnections is their ability to transfer large 
amounts o f  information per unit cross section over 
long distances. Let the maximum information flux a 
given communicat ion medium can support be de- 
noted by J and be measured in bits/mEs. For the 
length scales involved in a computing system ( < l 0 
m) ,  it is possible to reduce the effects o f  dispersion 
and attenuation to the extent that J may be assumed 
to be independent of  length for optical and super- 
conducting interconnections [ 1-3 ]. On the other 
hand, J is a decreasing function of  communicat ion 
length for resistive interconnections, making them 
disadvantageous over longer distances. However, for 
distances less than about the order o f  a centimeter, 
they can provide greater information flux optical or 
superconducting interconnections. 

Let T denote the min imum pulse repetition inter- 
val for a single physical optical communicat ion 
channel (i.e. corresponding to a single spatial degree 
o f  freedom). Since we are ignoring dispersion, T will 
probably be set by the speed of  the switching devices 
or electrooptic transducers. I f  wavelength division 
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multiplexing is employed, an appropriate effective 
value of  T should be used. 

We assume that we would like to establish a pre- 
specified pattern o f  n/2 pairwise connections among 
a collection o f  n >> 1 points. For  simplicity the ex- 
tension to fan-out and fan-in is not considered. Al- 
though we restrict ourselves to a fixed connection 
pattern, the extension to reconfigurable or message 
routing systems is possible. We also limit ourselves 
to single layer two-dimensional layouts, the exten- 
sion to multi-layer and three-dimensional layouts 
being straightforward. B will denote the rate at which 
binary digital pulses are emitted into each connec- 
tion. Our purpose is to implement the given pattern 
of  connections in a manner that results in smallest 
possible system area, which we assume is dominated 
by the space required for establishing commun-  
ication. 

The number of  binary pulses in transit at any given 
time in an optical communicat ion network occu- 
pying area A may not exceed ~ A / ( f A c T ) ,  where c 
and 2 denote the speed of  light and wavelength of  
radiation respectively [ 1 ]. f i s  a dimensionless con- 
stant factor which in principle can approach the or- 
der of  unity, but may be larger in practice. The num- 
ber o f  pulses in transit in our system is given by ~m 

~' Since order of magnitude accuracy is sufficient for the pur- 
pose of this paper, we ignore constants such as 2, xf2 etc. for 
simplicity. 
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(n /2  )Bza,,~ ~ nBzav¢ where Zav~ = lave/c is the average 
propagation delay and lav~ is the average intercon- 
nection length, la~ is often expressed in the literature 
in terms of the system linear extent L = A  ~/2 as 
la,,~=xnq-~L where x is a constant coefficient and 
1/2<~q<<. 1 is a measure of the connectivity of the 
system [4]. Using these relations, we find an ap- 
proximate lower bound on the area and linear extent 
of our system 

nBrav~ <~ A / f 2 c T ,  

A >1 n (BT)cra,,ef2 = n (BT)la, ,~f2,  

L = A  1/2 >/xnq(BT)f2. 

(1) 

(2) 

(3) 

The above bounds represent the intrinsic informa- 
tion carrying capacity of optical wavefields and ap- 
ply to any architecture or implementation. Notice 
the tradeoff between system size and B. 

One way of implementing the desired pattern of 
connections is simply to allocate [BT] -~max (BT ,  
1 ) parallel channels between every pair of points to 
be connected. When BT>~ 1, such an implementation 
is as efficient as any other in terms of making max- 
imum usefulness of the available capacity of the op- 
tical channels. In this case, the above lower bounds 
may be approached, for instance, by use of wave- 
guides with effective #2 line to line spacing of ~f2.  
To see this, notice that the total area required for 
communication is ( n / 2 ) ( B T ) l a v j 2 ~ n ( B T ) l a v j 2  
since BT>~ 1 physical channels, each occupying an 
average area of lav~f2 is allocated per connection. 
Thus the total communication area A=  
n( BT) la , , j2  = n ( B T ) x n  q- ~A 1/2f2, leading to eq. (3). 
However, if B is less than 1/T, the channels are un- 
derutilized and the bound of eq. (3) cannot be ap- 
proached, since no matter how small B is, a channel 
with capacity 1 /T  is allocated for every pairwise 
connection. Thus when b < l / T, the layout area is not 
any less than when B = l / T, so that L can at best ap- 
proach the bound 

L>~xnqf2.  (4) 

In this paper we concern ourselves with methods 
of restoring the broken tradeoff between system size 
and B when B T <  1. If  B is independent of n, such 
methods may lead to reduction of the system linear 

~2 That is, including all inefficiency factors due to routing etc. 

extent by a constant factor of BT, compared to the 
direct implementation just described (eq. (4)) .  In 
some case, B may decrease with increasing n, since 
the computational processes become bottlenecked by 
the increasing propagation delays so that it is not 
useful to employ high bit repetition rates. When this 
is the case, restoring the mentioned tradeoff allows 
one to slow down the growth rate of system size as 
a function of n, as evident from eq. (3). In fact, if 
B decreases at the same rate as 1/rave, linear growth 
of A as a function of n can be achieved regardless of 
the value of q, as evident from eq. (2). 

To achieve our objective, we would like to mul- 
tiplex 1 / B T >  1 independent signal paths into the 
same physical channel, so as to saturate its capacity. 
However, this is not straightforward when the many 
signal paths have distinct source and destination lo- 
calities. In the next sections we describe three ar- 
chitectures which enable information flow to be or- 
ganized in a manner enabling overlap between such 
signal paths, allowing them to be multiplexed. The 
reduction in the number of physical channels thus 
possible results in a decrease in system size and 
propagation delay for communication limited lay- 
outs. 

2. The multiplexed grid architecture 

The multiplexed grid architecture is based on the 
family of k-ary m-dimensional meshes (grids) of 
k " = n  nodes [5]. The hypercube is a special case 
with k=  2 and m = log2n. For sake of illustration, we 
consider the case m = 2  and k = n  t/2, which corre- 
sponds to the familiar planar mesh with n 1/2 nodes 
on an edge. An arbitrary connection is established in 
several nearest neighbor (in m-space) "hops", and 
multiplexed together with other connections with 
which it overlaps, as illustrated in fig. 1. Notice that 
this procedure enables us to break down in indepen- 
dent signal paths into overlapping segments which 
may then be multiplexed. If  at least 1/BT connec- 
tions can be overlapped along each edge of the mesh, 
then complete utilization of the available capacity 
1 / T of the physical channels may be achieved #s. Fi- 

~3 It is assumed that switching devices with response time at least 
as fast as T are available. 
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a b c 

Fig. 1. The multiplexed grid architecture with m = 2 ,  k = 4  and 
n=  16. (a) Two of many to-be-established connections. (b) Each 
connection established in several hops. (c) Overlapping portions 
of these connections multiplexed into high capacity channels, re- 
ducing the total number of  physical channels and thus layout area. 

I 

nally, the multiplexed m-dimensional mesh is laid 
out in two dimensions, as described in ref. [5]. Of  
course, this is a trivial task when m = 2. 

The price that must be paid in return for efficient 
utilization of the high capacity optical channels is the 
additional area and delays associated with routing of 
independent signal paths. Low dimensional meshes 
allow a larger number of connections to be over- 
lapped, but increase the number of  hops, and hence 
the number of device delays a signal must go through. 
High dimensional meshes decrease the number of  
hops but do not enable as many signal paths to be 
overlapped and multiplexed, possibly resulting in less 
than complete utilization of the capacity of  the chan- 
nels and thus larger layout area and propagation de- 
lays. The optimal of  m minimizing overall signal de- 
lay (propagation plus device) is found to decrease 
with increasing n and asymptotically approaches 2 
for two-dimensional layouts. In this case oz n'/2 node 
delays are suffered in the worst case. This is the basis 
of the delay balanced ~rchitecture of Hartmann and 
Ullman [6]. 

The problem of find ing the optimal dimension of 
a multidimensional mesh organization was previ- 
ously discussed by DaI!y [ 5 ] in the context of a mes- 
sage passing multiprocessor, based on somewhat dif- 
ferent considerations. 

3. The multiplexed global interconnection 
architecture 

We now turn our attention to another architecture, 
illustrated in fig. 2. The n points among which con- 
nections are to be established are partitioned into 
n/n, "modules" of  n~ points each. All connections 

Fig. 2. The multiplexed global interconnection architecture with 
n/n, = 4. Connections internal to a module (not shown ) are made 
directly, probably with conductive wiring, A connection to a des- 
tination in another module is first wired to a common locality 
with other connections destined to the same target module and 
multiplexed together. Demultiplexing takes place at the destina- 
tion module, followed by wiring to the individual destinations. 
Thus two node delays are involved for global connections. 

between points in one particular module to another 
particular module are bundled together and multi- 
plexed into the smallest possible number of physical 
channels. The relatively short connections between 
points in the same module are made directly and 
would probably be implemented with conductive 
wiring, because of the greater density they offer over 
short distances. 

The larger the value of nl, the larger the number 
of  connections between each module pair, so that a 
greater number of  independent signal paths may be 
bundled (overlapped) and multiplexed together, re- 
suiting in a reduction of the area consumed by global 
communication channels. On the other hand, in- 
creasing nl also increases the area required by the 
internal connections. Thus there is an optimal value 
of nl resulting in minimum system area. 

The multiplexed global interconnection architec- 
ture is not very useful for connection patterns ex- 
hibiting a great degree of locality. In such systems 
there will not be enough connections between distant 
module pairs to saturate the capacity 1 / T of a single 
physical channel. It may be useful, for instance, for 
the implementation of fine grain parallel random ac- 
cess machines [6 ] or connectionist systems. 

As a more specific example, this architecture can 
be used to implement a complete graph on n nodes 
with BT<< 1. This might roughly model a multipro- 
cessor interconnection scenario where each element 
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wants to be able to talk to every other, but  only at a 
relat ively low term average da ta  rate. 

sub-tree containing n'  points  can be seen to satisfy 
the following recursion 

4. The multiplexed fat-tree architecture 

The fat-tree architecture,  i l lustrated in fig. 3, was 
first advoca ted  by Leiserson [ 7 ] in a mul t iprocessor  
interconnect ion context.  We define the fat-tree to 
have [n 'q] ~-n 'q connect ions  emanat ing from sub- 
trees containing n'  points,  where q is the same mea-  
sure o f  connect ivi ty  in t roduced in the first section. 
That  is, this rate of  growth o f  capaci ty  as we cl imb 
the tree is consistent  with a layout  with average con- 
nection length pc n q- IA ~/2, as discussed in detai l  by 
Donath  [8,9] and Feuer  [4] .  Our  def ini t ion is 
somewhat  different  than that  originally given by 
Leiserson. 

For  concreteness,  let us assume that  waveguides of  
effective line to line spacing o f f 2  are used. Assum- 
ing that  the area required for routing functions #4 is 
not  the l imit ing factor, the l inear  extent  L(n '  ) of  a 

~4 I.e. the areas of the switching networks to be contained in the 
internal nodes. 

m 

L(4) max(16qBT,1) f~, L(4) 
4 m, 

L(16) 
Fig. 3. The multiplexed fat-tree architecture. The points to be 
connected are located at the leaves, and the internal nodes pro- 
vide routing functions. Each connection is established in several 
hops, 21og2n in the worst case. The number of connections ema- 
nating from the sub-trees increase as we go up the tree. The over- 
lapping portions of the connections are multiplexed into the 
smallest possible number of physical channels. 

L ( n ' )  =2L(n ' / 4 )+max(n 'qBT ,  1 ) f2  (5)  

since n 'q connect ions emanat ing  from a sub-tree of  
n' points  can be mul t ip lexed into max(n'qBT, 1 ) 
physical  channels. L ( 1 ) corresponds to the l inear  ex- 
tent  of  a single " po in t "  and  will be assumed to be 
negligibly small. F rom this recursion we may  show 
that  L (n )  approximate ly  satisfies 

max [ nq( BT),  nl/2]f2 <~L( n ) 

<~max[nq(logzn i/2) (BT),  n 1/2]f2. (6 )  

The second term pc n 1/2 is unavoidable  for any two- 
dimensional  layout. The first term corresponds to the 
communica t ion  area and is what  we are interested 
in. Upon  compar ison  with eq. (3) ,  we observe that  
the mult iplexed fat-tree allows the smallest  possible 
system size to be approached  within a logari thmic 
factor ~5. (Of  course, i f B T i s  not  small enough to sat- 
isfy BT< x/log4n, the use of  a fat-tree may not  prove 
advantageous . )  What  essentially happens  is that  the 
total communicat ion area is dominated  by the longer 
higher level connections,  in the same sense that  a 
geometric  series is domina ted  by its leading terms. 
We succeed in mult iplexing these to the greatest pos- 
sible extent so that we can reduce the layout area near 
to that  predic ted  by eq. (3) .  The fat-tree architecture 
allows a greater number  of  signals to be mul t ip lexed 
than the mul t ip lexed grid architecture at a cost of  
fewer node delays. 

Once again the price pa id  is the area and delays 
associated with routing functions. It would probably  
be preferable to par t i t ion  the n points  into n/nl 
modules  with direct  internal  connect ions ( imple-  
mented  with conduct ive  wires)  and  then use a fat- 
tree organizat ion to connect  the n/nl modules.  This 
would enable reduct ion o f  the number  o f  device de- 
lays incurred and the routing circuitry. Larger values 
o f  nl would result in fewer node delays. Smaller  val- 
ues of  n l would enable mult iplexing at deeper  levels 

~5 A similar optimality result can be shown to hold also for three- 
dimensional layouts if, ignoring constructional difficulties, we 
assume the optical communication channels can be freely 
routed in three dimensions. 
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of  the system. A detailed simulation would reveal the 
opt imal  value of  n~. 

5. Conclusion 

We have discussed the impor tance  o f  organizing 
informat ion flow in a manner  enabling m a x i m u m  
mult iplexing of  independent  signal paths,  leading to 
a reduction in the number  o f  physical  interconnec- 
tions, which results in smaller  communica t ion  area 
and propagat ion  delays. Among the architectures 
discussed, the fat-tree is near  opt imal  in this respect. 

The lat ter  two of  the presented architectures pro-  
vide a natural  env i ronment  for the jo in t  use o f  op- 
tical and conduct ing interconnect ions so as to bring 
out  the best in both and may prove more  promis ing  
than simple replacement of  individual  long wires with 
optics. Optical  interconnect ions are used to provide  
high dens i ty /bandwid th  mul t ip lexed informat ion  
transfer over  long distances. Submicron scaled nor-  
mal conductors  are used to provide  communica t ion  
at a densi ty unachievable  with optics over  shorter  
distances. This is also consistent  with the energetic 
propert ies  of  the in terconnect ion media .  Opt ical  in- 
terconnect ions consume less energy per  t ransmi t ted  
bi t  over  longer distances compared  to normal  con- 
ductors [ 10-12] .  

Both the mul t ip lexed global in terconnect ion ar- 
chitecture and the fat-tree archi tecture are especially 
suited for high density ( i .e . fc lose  to uni ty)  free-space 
optical  implementa t ions  because of  the regular pat- 
tern of  interconnections.  Of  the two, the fat-tree ar- 
chitecture is useful even for relat ively local connec- 
t ion pat terns  ~6 

~6 However, cases of extreme locality may not benefit from the 
use of such schemes in the first place. 

Needless to say, a mul t i tude  o f  issues must  be con- 
s idered in contemplat ing the construct ion o f  a high 
performance computing system. We have focused our 
a t tent ion on the l imi ta t ions  imposed  by the area 
consuming long distance connect ions  and discussed 
how these l imi ta t ions  can be al leviated by exploi t ing 
the high bandwidth  potent ia l  offered by optical  and 
superconduct ing interconnections.  
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