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A concise introduction to the concept of fractional Fourier transforms is followed by a discussion of their rela-
tion to chirp and wavelet transforms. The notion of fractional Fourier domains is developed in conjunction
with the Wigner distribution of a signal. Convolution, filtering, and multiplexing of signals in fractional
domains are discussed, revealing that under certain conditions one can improve on the special cases of these
operations in the conventional space and frequency domains. Because of the ease of performing the fractional
Fourier transform optically, these operations are relevant for optical information processing.

1. INTRODUCTION

Whenever we are confronted with an operator, it is natural
to inquire into the effect of repeated applications of that
operator, which might be considered as its integer powers.
A further extension is to inquire what meaning may be
attached to fractional powers of that operator. Examples
of this are common.1' 3

The fractional Fourier transform was defined mathe-
matically by McBride and Kerr,4 based on research by
Namias.5 In Refs. 1-3 and 6 we defined the fractional
Fourier-transform operator based on physical consider-
ations, discovering that our definition is equivalent to that
given in Ref. 4. In this paper we show how the two-
dimensional fractional Fourier transform can be realized
optically and discuss various mathematical and physical
properties.

An alternative definition of the fractional Fourier trans-
form was suggested by Lohmann7 and later shown to be
equivalent to the original definitions In retrospect this
alternative definition is seen as one of the most important
properties of the fractional transform.

In this paper we begin in Section 2 by distilling the
essential concepts, definitions, and results of previous
research. A number of miscellaneous novel results are
derived in the process. In Section 3 we then discuss
the relationship of fractional Fourier transforms to chirp
transforms. This provides the basis of the concept of frac-
tional domains, which are generalizations of the conven-
tional space and frequency domains. Next, in Section 4,
we discuss the relationship to wavelet transforms. Then
we move on to convolution and compaction in fractional
domains (Sections 5 and 6). Based on the material devel-

oped in these sections, we then discuss filtering in frac-
tional domains, showing that under certain circumstances
noise separation can be realized effectively in fractional
Fourier domains (Sections 7 and 8). Finally we discuss
the concept of multiplexing in fractional domains, showing
that, for certain signal Wigner distributions, efficient mul-
tiplexing can be realized in fractional domains (Section 9).

In most of this paper we work with continuous signals
that are represented as functions of space or spatial fre-
quency. Temporal interpretations of our discussions can
be provided easily to those interested in them. Discrete
signals are discussed only briefly, leaving further develop-
ment to future research.

2. PRELIMINARIES

A. Notation and Definitions
The two functions f and F are a Fourier pair if

F(v) = 7 f(x)exp(-27rivx)dx,

f(x) = 1 F(v)exp(27rivx)dv.

(1)

(2)

In operator notation we write F = f;f It is a fact that
92f (x) = f(-x) and that 4f(x) = f(x). Here, 9i means
that the operator 9 is appliedj times in succession.

Consider the equation

f"(x) + 4r 2[(2n + 1)/21T - x2]f(x) = 0. (3)

By taking the Fourier transform of Eq. (3) and using ele-
mentary identities regarding the transforms of deriva-
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tives and moments, we can show that

F"(v) + 47r2[(2n + 1)/27r - v 2]F(v) = 0, (4)

where F(v) = 9i[f(x)]. Because Eq. (4) is identical to
Eq. (3) in form, it is easy to accept the well-known fact
that solutions of this equation, known as Hermite-Gauss
functions, are eigenfunctions of the Fourier transform op-
eration.9' 0 Normalized so that they form an orthonormal
set, these functions are given by

21/4
T.(x) = _; Hn(Vx)exp(-,rx2) (5)

for n = 0,1, 2 .... These functions satisfy the eigenvalue
equation 10

9[n (x) = AnP.(x), (6)

with An = i-n being the eigenvalue corresponding to the
nth eigenfunction. (Additional comments on the solutions
of this equation may be found in Appendix A.) Because
the Hermite-Gaussian functions form a complete set, one
can than calculate the Fourier transform of an arbitrary
function by expressing it in terms of these eigenfunctions
as follows:

f(x) = Ann (x) (7)
n-0

An = n(x)f(x)dx, (8)

g[f(X)] = EAni-ntn(X). (9)
no0

The fractional Fourier transform operator of order a
may be defined through its effect on the eigenfunctions of
the conventional Fourier operator,

;a [Tn(x) = An aTn(X) = ian T(x); (10)

that is, the fractional operator is defined to have the same
eigenfunctions as the original operator, and the eigen-
values An . If we define our operator to be linear, the
fractional transform of an arbitrary function can be ex-
pressed as

J9;a[f(X)](X) = Aji-an~n(X). 11
no0

This definition is identical to that given in Refs. 1 and 2
if we substitute 1 for the value of the physical scale pa-
rameter s (with dimension of length) that appear in those
papers. (Details may be found in Appendix B.)

The definition can also be cast in the form of a general
linear transformation with kernel Ba(X, x') by insertion of
Eq. (8) into Eq. (11) (Ref. 3):

{9;a[f(x)]}(x) = 7 Ba(X, x')f(x')dx', (12)

n=0

= 22 exp[-ir(x 2 + x,2)]
X -an

n= 2 ! 1

A simpler form is given for 0 < 11 < iT (i.e., 0 < lai < 2)
(Refs. 4 and 7):

B. (x, x') =exp[-i(4)/4 - 0/2)]
BaXX') - sin 4)11/2

X exp[i7r(x 2 cot 4 - 2xx' csc + x 2 cot )],
(14)

where = air/2 and 4 sgn(sin 4). The kernel is
defined separately for a= 0 and a = 2 as Bo(x, x') =
8(x - x') and B2(x, x') = 8(x + x'), respectively.

The above constitutes the definition of the fractional
Fourier transform in its purest mathematical form,
purged of the physical constants appearing in Refs. 2 and
3. Some essential properties are listed below; others may
be found in Refs. 1-3:

1. The fractional Fourier transform operator is linear.
2. The first-order transform V l corresponds to the

conventional Fourier transform 9;.
3. The fractional operator is additive, 9 ;aj5;a2 = 9;al+a2.

When there is a possibility of confusion, the coordinate
variable in the ath fractional Fourier domain is denoted as
xa, so that x0 = x and x, = v, and the functional form
of the signal in the ath domain is denoted as f, so that
fo = f and fi, = F In this paper all Xa are considered
dimensionless.

We also note that, although one-dimensional signals are
considered throughout this paper for notational simplicity,
straightforward generalization of the results to two dimen-
sions is possible.

The fractional Fourier transform is of great interest
from an optics perspective because it describes propaga-
tion in quadratic graded index (GRIN) media. If a light
distribution of the form f (x, y) is incident upon one end of
a piece of such a medium of length aL, at the other end we
observe its ath two-dimensional fractional Fourier trans-
form. Thus a piece of such a medium can be used for
analog computation of the fractional Fourier transform.
This is discussed in detail in Refs. 1-3 and briefly in
Appendix B.

B. Relation to Wigner Distributions
Now we discuss one of the most important properties of
the fractional Fourier transform. In fact it has been pro-
posed as an alternative definition of the fractional Fourier
transform' and later proved to be equivalent to the defini-
tion given above.8 An alternative and shorter proof of
this equivalence is given in Appendix C.

This property states that performing the ath fractional
Fourier transform operation corresponds to rotating the
Wigner distribution by an angle a(ir/2) in the clock-
wise direction. The Wigner distribution of a function is
defined as

¶T[f(x)] = W(x, v)

= f(x + x2)f(x - x2)exp(-2rivx')dx'.

(15)

W(x, v) can also be expressed as a function of F(v), or in-
deed as a function of any fractional transform of f(x).
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Further discussion of the Wigner distribution may be
found in Refs. 11-13. Here we mention some properties
that are most relevant:

1. f(x)2 = fW(x,v)dv.
2. F(v) 2= f W(x, v)dx.
3. The total energy is f W(x, v)dxdv.
4. Roughly speaking, W(x, v) can be interpreted as a

function that indicates the distribution of the signal en-
ergy over space and frequency. For a more precise discus-
sion, see Refs. 11 and 12.

Let us also define the rotation operator Ru, for two-
dimensional functions, corresponding to a counter-
clockwise rotation by . Then, the property stated
immediately before Eq. (15) can be expressed as

CW[fa] = ROW[fo]. (16)

Because both the fractional Fourier transform and rota-
tion operators are additive with respect to their parame-
ters, this easily generalizes to

0
W[fa21 = R(-_,,i)W[faJ. (17)

which is the dual of Eq. (18). (It is easy to show that the
special case a = 1 is nothing but the result stating that
the Fourier transform of the autocorrelation of a function
is the absolute square of its Fourier transform.)

C. Discrete Fractional Fourier Transforms
At this point it is also appropriate to discuss the discrete
fractional Fourier transform. Two functions are an N-
point discrete Fourier transform pair if they satisfy

N-1

G = Egkw ,
k=O
N-1

=E GIw
1=0

(23)

(24)

where

W = :- exp(-27Tikl/N).

In matrix form we write

G = Fg,

g =F1G

(25)

(26)

(27)

This relationship is relevant from an optics viewpoint.
Wigner space is essentially a phase space and is analogous
to a different kind of phase space defined in optics (with
ray intercepts corresponding to the x axis and ray angles
corresponding to the v axis). In Ref. 1 we show that the
distribution of ray bundles in this phase space also rotates
as a result of propagation through quadratic GRIN media.

An immediate corollary (indeed a restatement) of this
property was first noticed by Lohmann and Soffer4 :

QR0[jW[f]] = Ia[f]12, (18)

where the operator a 0 is the Radon transform evaluated at
the angle 0. The Radon transform of a two-dimensional
function is its projection on an axis making angle with
the x0 axis. It may be defined in terms of the rotation
operator as

Rk6[w(xo, x)] = R_+[W(xo x)]dxl. (19)

Equation (18) is a generalization of the first two proper-
ties given above following Eq. (15).

Let us also define the slice operator Ye such that
J'0p(x, xi) is a one-dimensional function that takes the

values of p(xo, xi) along a line making an angle with the
x0 axis. The projection-slice theorem states that 5

9ROW[fl ]= 992DC[Wf], (20)

where 9;2D is the two-dimensional Fourier transform op-
erator. We also know" that 92DW[f] = A(p., -y), where

A(t, y) = ff(x + y/2)f*(x - y/2)exp(-27ri/Lx)dx (21)

is the well-known ambiguity function. By combining this
result and Eqs. (18) and (20), we obtain

where G = [Go, GI,..., GN-1 T , g = [go, g1, . . ., gN-]T, and
F has w(i1)(k-1) as its (j, k)th element. It can be shown
that F4 = 1, with 1 denoting the identity matrix. A rele-
vant identity is

N-I
E W1jw-Ik = 
1=0

(28)

which is nothing but a statement that the rows and
columns of F constitute an orthonormal set of vectors.
Thus F is a unitary matrix. 6

Now consider the eigenvalue equation

Fag = Ag. (29)

This has already been studied for a = 1, and a method for
obtaining orthogonal eigenvectors has been presented.'
This discussion is not repeated here. Because F4g = g,
we again have A = 1, so that the eigenvalues are again
given by

An = exp(-in,7/2) = in, (30)

with integer n.
We let gn denote an eigenvector with eigenvalue An, i.e.,

Fgn = Angn, (31)

and note for further reference that for integer j, repeated
application of Eq. (31) gives

F-gn = AWjgn- (32)

Now let us consider the case of general a. The ath
power of the matrix F can be expressed in terms of its
integer powers 6 :

3

F a = E Fialj (a),
j=0

= : exp[ik(a - j) /2]
4 =I

(33)

(34)
gla[f]12 = W[A(p,-y)],
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for 0 c a ' 1. The operator Fa is unitary. 6 From the
same reference we also know that a fast fractional trans-
form with serial time complexity -N log N exists.

In Appendix D we show that this way of defining the
fractional discrete Fourier transform (by taking the frac-
tional power of the discrete Fourier transform matrix) is
fully analogous to our definition of the fractional Fourier
transform [Eq. (10)]. That is, we show that the eigen-
functions of the fractional transform are the same as that
of the original transform and that the eigenvalues are the
corresponding power a of the original eigenvalues. Thus,
if Eq. (31) holds, we also have

F agn = knag. (35)

for 0 c a ' 1. By virtue of Eq. (32), this easily general-
izes to all real values of a.

Because an orthonormal set of real eigenvectors can be
found, 6 any vector g can be expressed in terms of these
eigenvectors:

N

g = Ang., (36)
n-1

An = gng, (37)

where An denotes the expansion coefficient, which is
found by taking the inner product of gn and g. The effect
of the fractional operator can be expressed as

N

Fag = 2 AnAnagn (38)
n-1

by linearity and Eq. (35).

3. RELATION TO CHIRP TRANSFORMS

Great insight can be gained into the nature of chirp trans-
forms by interpreting them in terms of fractional Fourier
transforms. We begin by recalling the Wigner distribu-
tion of some elementary functions":

f(x) = exp(2rivrx), W(x, v) = 8(v - va), (39)

f(x) = (x -) W(X, ) = (x - ) (40)

f(x) = exp[27ri(b2 x2/2 + bx + bo)],

W(x,v) = 8(b2x + b - v). (41)

The first of these results says that the Wigner distribution
of a pure harmonic is a line delta concentrated along
v = vo, parallel to the x axis. The second says that the
Wigner distribution of a delta function is a line delta con-
centrated along x = x0, perpendicular to the x axis. The
third says that the Wigner distribution of a chirp function
is a line delta making an angle 4 tan-' b2 with the
x axis (Fig. 1).

Given the fact that the effect of fractional Fourier
transforming is to rotate the Wigner distribution of a
function, we suspect that a chirp function is the a = 0 do-
main representation of pure harmonics or delta functions
in other fractional Fourier domains.

First, we investigate the fractional Fourier transforms
of the function 8(xo - x), where x0 = x and x0, is a con-
stant. This is done most conveniently by using the kernel

given in Eq. (14):

A (X) _exp[-i(ir+/4 - 0/2)]
fa,(x,) = - sin 2X1/2

x exp[i7r(xa' cot - 2x(x42 csc 4 + xo 2 cot 4)].
(42)

For a = 1 ( = /2), this reduces to exp(-2rivxo,), with
v = x, as expected. fa(Xa) should be considered an al-
ternative representation of fo(xo) in the ath fractional
domain. In particular the a = 1st domain corresponds to
the conventional Fourier domain. Because fa(Xa) is the
ath transform of fo(xo), its Wigner distribution must be a
rotated version of that of fo(xo). This is verified easily by
writing the Wigner distribution of fa (xa), now interpreted
as a function in x0 space, i.e., as fa(xo):

W(xo, xi) = sin 4)j'8(xo cot 4 - xo, csc 4 - xl)

= 8(xo cos - x - x sin 4), (43)

which we recognize as the Wigner distribution of
B(x - xo,), which is also 8(xo - x), rotated by -40.

The above can be generalized easily. A delta function
in the ath domain, 8(xa - x0o), is in general a chirp func-
tion in the ath domain. When a' = a + 1, in particular,
it is a pure harmonic. The choice of the x0 = x and xl = v
axes is nothing but an arbitrary choice of the origin of the
parameter a. The domain that we choose to designate as
the a = 0th domain is associated with the x0 = x axis, and
the domain we choose to designate as the a = 1st domain
is associated with the xl = v axis. In general, the ath
domain is associated with the xa axis. Other than this,
there is nothing special about any domain; what is called
Wigner space has complete rotational symmetry. In other
words we imagine that the Wigner distribution exists as
a geometric entity, independently of the choice of coordi-
nate axes. By introducing coordinate axes, we choose the
origin of a. Depending on the Wigner distribution at
hand, certain choices of a may be more useful and simpler
than others.

It is also instructive to consider the identity

f(x) = fo(xo) = ffo(x')8(xo - x')dx'. (44)

V

X

Fig. 1. Wigner distribution of a chirp function.
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Let us operate with 9a on both sides to obtain

fa(Xa) = f fo(x,);a[8(xo - x')]dx'.

Fourier transform of the representation in the ath
domain.

(45)

We recognize gja[5(xo - x')], the chirp function given in
Eq. (42), as the fractional Fourier transform kernel. [Spe-
cial case: For a = 1, the Fourier transform of 8(xo - x')
is the harmonic exp(-27rixlx') = exp(-21rivx'), which is
the kernel of the conventional Fourier transform.]

The above analysis can be easily repeated for harmonic
functions of the form exp(2irivo0 xo), where vo, is a constant.
This reveals that fractional Fourier transforms of such
functions are in general chirp functions, and their Wigner
distributions are rotated versions of the original function.

The representation of a signal in the ath domain is sim-
ply what we call the ath fractional Fourier transform of
the representation of the signal in the a = 0th (space) do-
main. If we know the representation of the signal in the
a'th domain, we can find its representation in the ath do-
main by taking its (a - a')th fractional transform. The
representation of a (well-behaved) signal in the ath do-
main can be written as a superposition of delta functions
in the same domain:

fa(Xa) = ffa(X')(Xa - x')dx', (46)

or as a superposition of harmonics in the domain orthogo-
nal to that domain [which is the (a + 1)th domain]:

fa(Xa) = fFa(va)exp(27rivaxa)dva (47)

(where Fa = fa+1, Va = Xa+l, and v = v = xi), or in general
as a superposition of chirp functions in some other a'th
domain:

fa(Xa) = fa(xa)Ba-a (Xa, xa')dXa'. (48)

The kernel Ba-a (Xa, Xa') is the (a - a')th fractional Fourier
transform kernel. Taking the Aath fractional Fourier
transform of the representation of a signal in the ath do-
main results in the representation of that signal in the
a = a' + Aath domain. This is equivalent to finding the
projection of fa in the ath domain onto the basis functions
(which may be delta functions or harmonics) in the ath
domain. The representation of these basis functions in
the original ath domain is chirp functions, so that the in-
ner products by which the projections are found are in the
form of chirp transforms. We summarize with the follow-
ing:

1. Basis functions in the ath domain, whether they are
delta functions or harmonics, are in general chirp func-
tions in the a'th domain.

2. The representation of a signal in the ath domain
can be obtained from the representation in the ath do-
main by taking the inner product (projection) of the repre-
sentation in the ath domain with basis functions in the
target ath domain.

3. This operation, having the form of a chirp trans-
form, is equivalent to taking the (a - a')th fractional

The chirp transform is of great relevance to optics.
Setting temporal phenomena aside, we note that the chirp
transform is important, if only because the Fresnel dif-
fraction integral is of this form. Thus propagation in free
space can be formulated as a chirp transform. Indeed,
quadratic GRIN media are nothing but the limiting form
of a homogeneous medium with positive lenses inserted at
equal intervals to compensate for the diffraction spread.'
The resulting uniform properties of such media lead to
the simplest relationship to fractional Fourier transforms.
Nevertheless, propagation in free space can also be ana-
lyzed with a similar formalism. Furthermore, this leads
us to an interpretation of fractional Fourier or chirp
transforms as wavelet transforms, as we discuss in
Section 4.

4. RELATION TO WAVELET TRANSFORMS

The fractional Fourier-transform kernels corresponding
to different values of a are closely related to a wavelet
family. Using straightforward algebraic manipulations of
Eq. (14) and making the change of variable y = Xa sec ,
we can write the transform of f (x) as

g(y) = fa( Y(st ) = C(A)exp(-i7Ty2 sin2 )

X f exp &tanl/2 (,) f(x')dx'. (49)

Taking tan"12 4 as the scale parameter, the convolution
represented by the above integral is a wavelet transform
in which the wavelet family is obtained from the quadratic
phase function w(x) = exp(i7rx2) by scaling the coordinate
and the amplitude by tan"2 and C(4)), respectively.

It has recently been shown that the formulation of
optical difffraction can be cast into a similar wavelet
framework.'

In Section 7 we discuss the filtering of functions at dif-
ferent fractional Fourier domains. Thus, based on the
above, these operations can also be interpreted as filtering
at the corresponding wavelet transform domains.

5. CONVOLUTION IN FRACTIONAL
DOMAINS
The convolution of the functions f and h in the ath domain,

ga(xa) = a[g] = ga[f] * 9a1[h] = fa(Xa) * ha(Xa), (50)

is denoted as g = f* h. When a = 0, we have g = f * h,
so that the binary operator * is equivalent to the ordinary
convolution operator. When a = 1, we have Sig=
if * 9h, which translates to g = fh, so that convolution

in the a = 1st domain corresponds to ordinary multiplica-
tion. It is possible to show that convolution in the second
and third domains are the same as that in the zeroth and
first domains, respectively. Convolution in the a = 1/2th
domain is something midway between convolution and
multiplication of two functions.

Let us examine the effect of convolution on the Wigner
distributions. First we recall the following properties of
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the Wigner distribution, which can be easily shown by use
of the definition Eq. (15).12 If g(x) = f(x) * h(x), then

Wg(X, V) = f Wf (x', )Wh(x - x', v)dx'; (51)

whereas, if g(x) = f(x)h(x) (i.e., ;[g] = 91[f] * 9;[h]), then

6. COMPACTION IN FRACTIONAL
DOMAINS
A function is said to be compact in the ath domain if its
value is zero outside an interval around the origin. Com-
paction in any domain can be realized by multiplying the
function with the window

rect (a Xa
Wg(x, v) = f Wf (x, v')Wh(x, v - v')dv'.

(61)
(52)

The first of these results says that if two functions are
convolved in the x domain their Wigner distributions are
convolved along the x direction. The second says that if
two functions are convolved in the v domain their Wigner
distributions are convolved along the v direction. Next
we consider the case in which the two functions are con-
volved in an arbitrary fractional domain. As a necessary
consequence of the rotational symmetry of Wigner space
(i.e., the arbitrariness of choice of origin of a), it follows
that if two functions are convolved in the Xa domain their
Wigner distributions are convolved along the xa direction.

The multiplication, or product, of two functions f and h
in the ath domain,

ga(Xa) = ga[g] = a[f] X ;a [h] = fa(Xa)ha(Xa), (53)

is denoted as g f >< h. From this equation we can de-
duce that

Sia+l[f < h] = ;a+l[f] * 9ia+l[h] = 9;a+l[fGal h], (54)

ga-l[f : h] = ga-i[f]* S;a-'[h] = ga-l[f al h].

Likewise from Eq. (50) we can deduce that

9a+l[f a h] = ;a+l[f] x ;a[h] = 9;a+l[f a h]

(55)

(56)

a-l[f * h] = ga-l[f] x S~-1[h] = y-l[f ax'h] (57)

These lead to the identities

f h = f a h = f al h (58)

* h = f a h = f al h . (59)

These results mean that convolution in the ath domain
corresponds to multiplication in the (a + 1)th and
(a - 1)th domains and that multiplication in the ath do-
main corresponds to convolution in the (a + 1)th and
(a - 1)th domains. From these results we can also see
that convolution (multiplication) in the ath domain is the
same as convolution (multiplication) in the (a + 2)th and
(a - 2)th domains.

In a previous paper we defined fractional convolution
differently.2 The apth convolution of f and h was de-
fined as

9gfa[ f h] = 9;[f] X ga[h]. (60)

According to this definition, the ap = 1st convolution cor-
responds to ordinary convolution, so that we speak of the
apth convolution, whereas above we spoke of convolution
in the ath domain. We see that what was defined as the
apth convolution previously corresponds to multiplication
in the ath domain in this paper.

in that domain. That is, if ga(xa) represents the com-
pacted function,

ga(xa) = rect AXa, fa(Xa)- (62)

Compaction in the a = 1st domain is what is convention-
ally known as bandpass filtering. It serves as a compo-
nent operation in many applications.

We now discuss the effect of compaction in a certain
domain on the Wigner distribution. Because compaction
involves multiplication with a rectangle function, this im-
plies convolution of the Wigner distribution of fa(Xa) with
the Wigner distribution of the rectangle function, in the
direction orthogonal to Xa (the direction of the Xa+j axis).
(See the discussion in Section 5.) Thus we first proceed
to find the Wigner distribution of the rectangle function:

Wrect(Xa, Va) = f rect a + X2 xa,)

X rect a - 2 Xac) exp(-2irixva)dx',

= f rect 21xa[l - 12(Xa - Xac)/AXaj]}

X exp(-2,rix'va)dx',

= 2AXa [1 - 2 (Xa Xac) ]
X sinc2xa[1 - X | ]Vaj (63)

for rect[(xa - Xa,)/AXa] = 1 and Wrect(Xa,lVa) = 0 for
rect[(xa - Xa,)/AvX,] = 0 Observe that the Wigner distri-
bution is nonzero only along the corridor defined by the
rectangle function. This means that compaction in the
ath domain to a certain interval will also result in com-
paction of the Wigner distribution to a corresponding cor-
ridor orthogonal to the Xa axis.

Convolving Wrect(Xa, Va) with Wf (Xa, Va) in the va direction
will result in a broadening of Wf (xa, va) in the va direction
that is comparable with the width of Wrect(Xa, va) in the va
direction. The envelope of Wrect(Xa, va) as a function of va
for a given value of xa is simply lhrva, which one can see is
independent Of Xa. The width of the main lobe of this dis-
tribution in the va direction is -1/AXa.

Because of the abrupt transitions of the rectangle func-
tion, the spread of the Wigner distribution in the orthogo-
nal domain is somewhat larger than fundamentally
necessary. By using well-known windowing functions
with smoother transitions, 8 it is possible to reduce this
spread to the fundamental minimum dictated by the
space-frequency uncertainty relation.
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Fig. 2. (a) Wigner distribution of a signal, (b) compaction in the
ath domain.

Thus we see that compaction in any domain down to an
interval of width -Axa necessarily results in a spread in
the orthogonal domain by the amount -1/AXa. It also re-
sults in a spread x Isin A4I/AXa in any other domain,
where A4 is the angle between the two domains (Fig. 2).
Thus in general the uncertainty relation AXaAXa' 2
-Isin( - ') holds, where AXa is the spread of the repre-

sentation in the ath domain. The exact value of the
constant appearing on the right-hand sides of these uncer-
tainty relations depends on the exact form of the func-
tions involved.

It is important to note that this uncertainty is an inher-
ent property of Wigner space. It is not meaningful to
speak of regions in Wigner space with area smaller than
AXaA Va - 1. In other words this is the smallest resolu-
tion of detail in Wigner space. In Sections 7-9 we discuss
several illustrative examples in which the Wigner distribu-
tion of some function is indicated by a bounded curve in
Wigner space, as shown in Fig. 2(a). Such drawings are
meant to suggest that most of the energy of the signal in
question lies within those boundaries. We must remem-
ber that the uncertainty relation actually limits how
sharply these boundaries may be defined.

7. FILTERING AND SEPARATION OF NOISE
AND DISTORTION IN FRACTIONAL
DOMAINS
Having explained the effect of compaction and convolu-
tion in fractional domains, we consider their application to
filtering and separation of undesired noise and distortion.
Working in the conventional Fourier domain, one is lim-
ited to linear space-invariant operations, that is, those
that can be expressed in the form of ordinary convolution
(in the zeroth domain). One is led to inquire whether any
advantage can be gained by filtering in fractional domains,
because fractional convolution need not be space invariant.

Let us begin by examining two extreme cases. Filter-
ing the function f(x) with h(x) in the a = 0th domain
corresponds to ordinary convolution: g = f * h. The
corresponding linear transform kernel is h(x - x'). Fil-
tering in the a = 1st domain corresponds to multiplication
g = fh. The corresponding kernel is h(x')8(x - x').

It is instructive to illustrate these extremes with dis-
crete signals. Any linear operation can be expressed as a
matrix operator. The matrix operator corresponding to
filtering in the a = 0th domain is Toeplitz, whereas that
corresponding to filters in the a = 1st domain is diagonal.
In any other given ath domain, the matrix will again have
a special form other than these two extreme forms (so
that it is still a restricted subset of all possible linear
operations).

The output of our system g = f * h satisfies

Fag = Fah*F af, (64)

F a+g= A[Fa+lh]Fa+lf, (65)

g = F-(a+l)A[Fa+lh]Fa+lf. (66)

Here A[y] is a diagonal matrix with elements correspond-
ing to the elements of the vector y. Thus, if T denotes the
linear transformation kernel such that g = Tf, we have

T = F(al)A[Fa+lh]Fa+l = F(a+l)A[Fha]Fa+l, (67)

where ha is the ath transform of h. The general kernel
given above reduces to Toeplitz or diagonal form for a = 0
and a = -1, respectively, as expected. Note that, if we
are working with sequences of length N T has only N de-
grees of freedom. A further manipulation of the final
equation brings out the form of T more clearly. It is
known that, for any vector y, the matrix F- A[y]F1 is of
Toeplitz form. Thus T is of the form F -a[Toeplitz]Fa.

A general development of filtering in fractional domains
would occupy a full-length paper itself and is not at-
tempted here. Rather, we illustrate the usefulness of the
fractional domain concept in visualization of the separa-
tion of noise or distortion from the desired signal. To
provide motivation, we begin with an elementary example.
Consider a signal plus distortion such that their conven-
tional Fourier transforms do not overlap. Such distortion
is easy to eliminate in Fourier space by use of a filter with
a value of unity throughout the extent of the signal and a
value of zero elsewhere. Such operations are particularly
easy to implement in optical systems, because of the sim-
plicity of the filter, which can be implemented as a binary
amplitude mask. This is an example of a case in which
the signal and distortion do not overlap in the a = 1st do-
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Fig. 3. Noise separation in the ath domain.

Fig. 4. Noise separation by repeated
tional domains.

I I

filtering in several frac-

main, although they may overlap in the a = 0th domain.
It is equally easy to separate signals that do not overlap in
the a = 0th domain, although they may overlap in other
domains.

Now consider Fig. 3, in which the Wigner distribution
of a desired signal and undesired noise is shown.9
Considering the projections of these Wigner distributions
on the x and v axes, we see that they overlap in both the
a = 0th and a = 1st domains, although they do not over-
lap in Wigner space as a whole. It is not possible to mask
away the undesired noise in either of the conventional do-
mains. However, the noise is eliminated easily by the use
of a simple binary amplitude mask in the ath domain, be-
cause the projections of their Wigner distributions do not
overlap in this domain. It is worth stressing the ease of
optical implementation of this operation. We can trans-
form the signals to the ath domain by use of a piece of
quadratic GRIN medium of length aL, then use a mask
consisting of a piece of opaque material from which cer-
tain portions have been cut out, and finally transform
back into the desired domain.

We now move on to another example, as illustrated in
Fig. 4. Although the desired signal and noise do not over-
lap in Wigner space, their projections overlap in all do-

mains. There is no domain in which a simple binary
mask can separate the noise in a single step. However,
separation of noise from signal can be accomplished by
three consecutive filtering operations in the a = 0, a =
1/2, and a = 1st domains. An optical implementation
would involve first a mask in the space domain, followed
by a GRIN medium of length L/2, another mask in the
a= 1/2th domain, another piece of GRIN medium of
same length, a final mask in the a = 1st domain, and an
inverse Fourier-transform operation. As can be seen,
noise separation for space-variant signals and noise may
involve the use of several filters in several domains.

Now we must take a closer look at the effect of using
binary on-off amplitude mask filters. The use of such
filters in the ath domain corresponds to compaction in
that domain. Thus, when we separate the desired signal
from noise in one domain, this leads to spread of the
Wigner distribution in the orthogonal domain. If certain
conditions are not met in a situation such as that illus-
trated by Fig. 4, this may result in merging of the Wigner
distributions of signal and noise along that direction.
Let us consider the simpler case of Fig. 5. Here we wish
to cleanse a signal of space-bandwidth product SB=
A&xA& v >> 1 from noise that is separated from the signal by
the distances shown in Fig. 5. As we discussed in
Section 6, if we use a rectangular mask of the form
rect(x/Ax) to eliminate the noise, this will result in broad-
ening of the Wigner distribution of the signal by an
amount of the order of -1/Ax in the v direction. Because
we do not want the signal to mix with the noise in this
process, we require that > 1/Ax = A v/SB << A v. This
is a reasonable requirement, being a direct consequence of
the uncertainty relationship between space and frequency,
as one can see by considering the following interpretation.
Notice we are merely requiring that the value of the
hatched area in Fig. 5 satisfy Ax > 1. This is the
smallest meaningful area in Wigner space; we cannot
hope to work in Wigner space with greater precision, and
thus a buffer region of this area must separate the signal
and the noise if we are to hope to separate them by any
method.

Let us also point out how our considerations relate to
Wiener filtering. We considered examples in which the

AV

V

noise

signal|

X

Ax

Fig. 5. Limits to noise separation imposed by the uncertainty
relation.
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desired signal and noise do not have significant overlap in
Wigner space and are sufficiently separated. In this case
near-perfect recovery of the signal is possible. The the-
ory of Wiener filtering is in fact more general and pro-
vides the optimal filter, minimizing mean-square error
even when the Wigner distributions of signal and noise
overlap and perfect recovery is not possible. Although we
do not consider such examples because they do not lend
themselves to easy graphic interpretation and add a degree
of complexity that obscures the main point of the present
discussion, the generalization of least-mean-square error
filtering to fractional domains should be possible.

Ultimately it is important to note that filtering in a
fractional domain, or several fractional domains in cas-
cade, is still a linear operation whose overall effect can be
captured in a kernel of the form h(x, x'). The optimal
kernel (in the least-mean-square error sense) can be found
by other means, without the introduction of the concept of
fractional Fourier transforms. However, viewing these
operations as filtering in fractional domains is a useful
interpretation that adds transparency and meaning to the
operation being done. More important, this interpreta-
tion permits easy implementation in optical systems. The
implementation of general space-variant linear transfor-
mations in optics with conventional methods such as
matrix multipliers is notoriously wasteful of the space-
bandwidth product.20 In practice it is impossible to real-
ize such operations effectively for large two-dimensional
images, because the space-bandwidth product needed is
the square of the number of pixels in the image. How-
ever, as illustrated by our examples, the fractional domain
interpretation leads to simple and efficient implementa-
tions. We do not know whether the same advantage holds
in digital signal processing or whether direct matrix mul-
tiplication methods would be preferred.

Let us briefly revisit the example illustrated in Fig. 4 so
as to provide motivation for Section 8. For the sake of
notational convenience, using our notation for discrete
signals, we may write the overall operation as

g = F3A[h 3]F"12A[h 2]F"12A[h 1 ]f, (68)

where we remember that F3 = F -'. The hj are simply
multiplicative filter sequences that, in our example, would
have either unity or zero as the values of their components.

8. GENERALIZED SPATIAL FILTERING

Generalizing Eq. (68), we can write

g = Tf, (69)

T = FaM A[ hM]... A[ h3 1Fa2A[ h2 ]FalA[ h1 ]Fao. (70)

Such a system is realized by cascading a piece of GRIN
medium of length a0L (which performs Fao) with a mask
of transmittance hi, followed by a piece of GRIN medium
of length a1 L, and so on. By choosing the number of fil-
ters M and the masks hj appropriately, it should be pos-
sible to realize any desired general linear transformation
T. This idea has been discussed at length elsewhere.3

The reader is referred to this reference for details; how-
ever, the problem of how to choose the masks for given T
is still open.

Here we satisfy ourselves by noting a special case of

Eq. (70). If we take ao, al,... all equal to unity, we obtain

T = FA[hM] ... A[h3 ]FA[h 2 ]FA[h]F. (71)

If we limit ourselves to even functions for simplicity, this
corresponds to first multiplying the input function with a
certain function, then convolving it with another func-
tion, then multiplying it, then convolving it, and so on.

9. MULTIPLEXING IN FRACTIONAL
DOMAINS
We now discuss the concept of multiplexing in fractional
domains. First, let us review what it means to multiplex
in the space domain (or in the time domain) and in the
frequency domain. Multiplexing in the space domain in-
volves packing together signals whose representations are
compact in this domain. We simply shift the several func-
tional representations in this domain with respect to one
another so that they do not overlap and are easily sepa-
rated later on. [If the original signals are not compact
(or are too wide to be practically considered compact),
they can be cut into many smaller compact pieces, which
are then compressed spatially and interleaved with other
signals.]

On the other hand, multiplexing in the frequency do-
main involves packing together signals that are compact in
the frequency domain. Again, we simply shift the several
functional representations in this domain with respect to
one another so that they do not overlap and are easily sepa-
rated later on. (This may be accomplished by modulation
in the space domain.)

It is instructive to view these processes in Wigner space.
Let the total extent of the aperture of our system be Axtow
and the double-sided spatial bandwidth of our system be
A vtotal. (Alternatively, we may represent the total trans-
mission time as Att0 1tal and the bandwidth of the transmis-
sion medium as Aftotal for temporal systems.) This
defines a region in Wigner space that we are free to use in
packing signals. First, let us consider that the extents of
our signals Ax are approximately equal to Axtotal but that
their bandwidth A v is smaller than A vtotal (Fig. 6). Then,

V

X

-______ Av

Ax -Axt

Fig. 6. Multiplexing in the frequency domain.
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Fig. 7. Multiplexing in the space domain.

It is easy to generalize this procedure to packing of sev-
eral signals whose Wigner distributions are not identical.
All we need to do is to shift the Wigner distributions of
the signals in the appropriate directions in Wigner space
so as to achieve the most efficient packing possible.
Shifting in the x direction involves convolution with a
delta function. Shifting in the v direction involves multi-
plication with a harmonic. Shifting in other directions
involves convolution in the ath domain.

Of course, shifting the Wigner distribution of a signal in
a direction along the Xa axis can also be realized in two
steps without going to the ath domain. We can first shift
the signal in the x = xo direction by convolving it with a
delta function and then shift it in the v = xl direction by
multiplying it with a harmonic (or shift the signal in re-
verse order):

[fo(xo) * 8(xo - xo)]exp(27rivo0xo)

= f(xo - x)exp(27rivocxo). (72)

zz(_=:C
(::z~ cZ=E ::~I X Avod

V

62626262 ~AV

Ax

Ax

A xtoi t

Fig. 8. Multiplexing in both space and frequency.

A xtot
Fig. 9. Inefficient multiplexing
Wigner distribution.

of a signal with an oblique

it is natural to pack several of these signals by using fre-
quency domain multiplexing, as shown in Fig. 6. Con-
trarily, let us assume that the bandwidth of our signals is
equal to A vtow, but that the spatial extent is smaller than
the overall spatial extent of our system. Then, it is natu-
ral to use space division multiplexing (Fig. 7).

If both Ax and A v are smaller than Axt,)wl and Avwwl,
respectively, then both space and frequency domain multi-
plexing may be used together, as in Fig. 8. This is accom-
plished by shifting the Wigner distributions of the signals
to be multiplexed by the appropriate amounts in space (by
convolving them with delta functions) and frequency (by
multiplying them with harmonics).

Now let us consider the oblique Wigner distribution il-
lustrated in Fig. 9. It is evident that using the scheme of
Fig. 8 is not the most efficient way of multiplexing such
signals. The scheme illustrated in Fig. 10 is much more
efficient. To pack signals in this manner, all we haVe to
do is to transform them into the appropriate ath domain.
In this domain, multiplexing these signals is accomplished
in the same way as it was accomplished in Fig. 8.

V

X Avt.W

A xtot

Fig. 10. Efficient multiplexing of a signal with an oblique
Wigner distribution.
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The ath fractional transforms of Eq. (72) will be equiva-
lent to shifting the function in the ath domain:

fa(Xa) * (Xa - Xac) = a(Xa x), (73)
within phase factors, which will not appear in their
Wigner distributions.

An additional consideration in multiplexing would be
taking into account the Wigner distribution of any noise
and distorting signals and avoiding those regions of
Wigner space where they are concentrated.

10. EXTENSIONS

In specific applications it might be of interest to find the
choice of x and v axes that are most natural and physically
meaningful. These might not always be self-evident, just
as the normal coordinates of a physical system are not al-
ways the ones that we are initially inclined to assign.

It also seems to be of interest to analyze fractional
Hankel transforms. These would be of interest for opti-
cal systems in which there exists circular symmetry but in
which noise and distortion may have a radial dependence.
If a Wigner space in which one dimension is radial dis-
tance and the other is radial frequency is defined, such
undesired noise would have an energy density whose dis-
tribution in frequency depends on the radial variable, so
that filtering methods similar to those discussed in this
paper may be of interest.

As mentioned above, the generalization to two-dimen-
sional and temporal systems is relatively easy from a
mathematical viewpoint; however, different and interest-
ing interpretations may be involved in the study of such
systems. Further study of discrete systems is also of
interest.

Finally, we note that the algebra of fractional Fourier
transforms is far from complete, and we expect several
new, at present unforeseen identities and results to be dis-
covered in the future. As one example, the function of
polar coordinates (ro) defined by ;2+'1j[f](r)J2 was seen
to be equal to the Radon transform of the Wigner distribu-
tion of f(x). The interpretation of ;

2#/f1[f](r), however, is
not known.

11. CONCLUSION

What we know as the space and spatial frequency domains
are merely special cases of fractional domains. These do-
mains are characterized by the parameter a. The repre-
sentation of a signal in the ath domain is the ath fractional
Fourier transform of its representation in the a = 0th do-
main, which we define to be the space domain. The rep-
resentation in the a = 1st domain is the conventional
Fourier transform. If we set up a two-dimensional space,
called the Wigner space, such that one axis (x) corre-
sponds to the a = 0th domain (the conventional space do-
main) and the other (v) corresponds to the a = 1st domain
(the conventional spatial frequency domain), then the ath
domain corresponds to an axis making an angle q = a/2
with the x axis. One can alternatively obtain the rep-
resentation of a signal in the ath domain (without phase
information) by taking the projection of the energy distri-
bution of the signal in this space (its Wigner distribution)
on this axis.

The energy distribution of a signal in Wigner space
should be considered a geometric entity, independently of
the choice of the space and frequency axes. The introduc-
tion of these axes merely corresponds to choosing arbi-
trarily the origin of the parameter a. We speak of the a =
0th domain as the space domain, the a = 1st domain as
the frequency domain, and so on. Other fractional do-
mains are in no way inferior to those domains and have
the same properties.

Fractional Fourier transforms are inherently related to
chirp transforms, because chirp functions are nothing but
the a = 0 domain representation of signals that appear as
either delta functions or harmonics in other fractional do-
mains. Fractional Fourier transforms are also related to
wavelet transforms. The wavelet transform of a one-
dimensional function has two parameters instead of one.
Likewise, the fractional Fourier transform fa(Xa) of the
function f(x) has two parameters, x and a. It is possible
to establish a relationship between the two transforms by
choosing a chirp function as the wavelet transform kernel.

A desired signal and noise may overlap in both conven-
tional space and frequency domains but not in a particular
fractional domain. Even when this is not the case, binary
amplitude masking in a few fractional domains in cascade
may enable one to eliminate noise quite conveniently.
The optical implementation of a system for this purpose
consists of several masks sandwiched between segments
of quadratic GRIN medium.

Multiplexing in fractional domains can offer greater ef-
ficiency in space-bandwidth product use than conven-
tional space division or frequency division multiplexing, if
the Wigner distribution of the signals is aligned better
with a fractional domain rather than with one of the con-
ventional domains.

Ultimately, what is most remarkable from an optics
viewpoint is the ease with which the two-dimensional
fractional Fourier transform can be realized. Thus, as
the signal processing community generalizes its opera-
tions to fractional domains, the optics community will be
able to generalize to a fractional Fourier optics.

APPENDIX A: EIGENFUNCTIONS OF THE
FOURIER TRANSFORM OPERATOR

It is actually quite easy to obtain eigenfunctions (also
known as self-Fourier functions) of the Fourier-transform
operator. If g(x) is a transformable function with Fourier
transform G(v), then f(x) = g(x) + G(x) + g(-x) +
G(-x) is an eigenfunction.2 ' It was also shown that any
eigenfunction can be decomposed in this manner.2 2

We saw that any (well-behaved) function can be ex-
panded into the Hermite-Gauss function set; i.e., this set
is complete. It was shown that the expansion over the
members of this set [Eq. (7)] can be grouped into four
partial sums according to their eigenvalues.'0 An alter-
native and shorter derivation of this result by Lohmann23

is given below.
Consider a function f (x) and construct the functions

4f, (x) = f(x) + iPF(x) + i2 f(-x) + i3 F(-x) (Al)

for j = 0, 1, 2, 3. It is easy to verify that each of these
functions is an eigenfunction of the Fourier-transform
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operator, with eigenvalues 1, -i, -1, i forj = 0,1,2,3, re-
spectively. Furthermore, it is also easy to see that

3

f(X) = fi (x, (A2)
j=O

which proves the desired result.
Further results on eigenfunctions of the fractional

Fourier operator may be found in Ref. 24.

APPENDIX B: FRACTIONAL
FOURIER-TRANSFORMING PROPERTY OF
QUADRATIC GRIN MEDIA

The fractional Fourier-transforming property of quadratic
GRIN media was shown in Refs. 1-3. Here we provide a
much shorter and transparent proof.

The refractive-index distribution of quadratic GRIN
media is given by25

n2(r) = n1[1 - (n2/nj)r'], (Bi)

where r is the radial distance from the optical z axis and
ni, n2 are physical parameters of the medium. If a light
distribution of the form f(x, y) is incident from the left at
z = 0, at z = aL a(7r/2)(n /n2 )12 we observe S;a[f(x, y)],
the ath Fourier transform of f(x, y). Thus a piece of qua-
dratic GRIN medium of length aL acts as an ath frac-
tional Fourier transformer. We now derive this result.

Propagation in GRIN media is governed by an equation
identical in form to Eq. (3). Thus the eigenmodes of
propagation are also Hermite-Gauss functions as in
Eq. (5) but scaled with the appropriate physical parame-
ters.2 [Substituting unity for the value of the physical
scale parameter s (dimension length) in Ref. 2 gives
Eq. (5).]

To analyze the effect of propagation over a distance Az
on an input function f(x), we may again express it in
terms of the eigenmodes of propagation as in Eqs. (7) and
(8). Then, the output g(x) is given by2

g(x) = AnAn'(Az)n(x), (B2)
n-O

where An'(Az) = exp(i,6nAz) are the eigenvalues associated
with propagation over a distance Az in such a medium (as
shown in Ref. 25) and

3n k - (n 2 /n)12(n + 1/2) (B3)

is the propagation constant for the nth mode and k is the
propagation constant in a homogeneous medium of refrac-
tive index n1 .

Let us choose Az = aL a(iT/2)(n,/n2 )"2 . On substi-
tution we find that

An'(aL) = exp(ikaL - iavr/4)exp(-ian7r/2) = Ci-an

= C(i-n)a = CA a, (B4)

where C is a constant associated with the optical phase
retardation kaL - a/4 and has no effect on the trans-
verse functional form of the output, because it does not
depend on n and can be taken out of the summation.
Apart from this inconsequential factor, we see that the
eigenvalues for propagation over a distance aL are the
same as the eigenvalues of the ath fractional Fourier-

transform operation [Eqs. (10) and (11)]. This means that
the operations represented in Eqs. (11) and (B2) are
equivalent. Thus propagation over a distance aL in a
quadratic GRIN medium results in the ath fractional
Fourier transformation. This is the result we sought to
prove.

By using the propagation expressions given in Refs. 1
and 2, if a light distribution of the form f(y/s) (with y
given in meters) is incident upon one end of a quadratic
GRIN medium, after propagation over a length aL, we ob-
serve the light distribution

exp[i(kaL - alT/4)]fa(y/s), (B5)

where fg(x) is the ath fractional transform of f(x). Here,
s is a parameter with dimensions of length and is related
to the GRIN medium parameters as s = (wavelength2 /
nln 2 )"1

4 [s is analogous to the parameter (wavelength X
focal length) appearing in classical Fourier optics].

Likewise the physical propagation kernel Ba'(y, y') is re-
lated to the mathematical propagation kernel Ba(X, x') as

Ba'(Y, y') = exp[i(kaL - air/4)]s-'Ba(y/s, y'/s). (B6)

Once again the reader is referred to Refs. 1-3 for two-
dimensional versions of these results.

APPENDIX C: EFFECT OF THE
FRACTIONAL FOURIER TRANSFORM ON
THE WIGNER DISTRIBUTION FUNCTION
Here we show that the Wigner distribution of the ath frac-
tional Fourier transform of f(x) is the same as the Wigner
distribution of f(x) rotated by = air/2 [Eq. (16)]. Be-
cause the derivation is straightforward yet lengthy, we
merely sketch the steps, leaving it to the reader to fill in
the details.

Equation (12) gives (a[f])(x) in the form of a linear
transformation, with Ba(X, v) being given by Eq. (14):

fa(x) = (a[f])(x) = fBa(X,v)f(v)dv. (Cl)

The Wigner distribution of 9a[f] can be evaluated by sub-
stitution of this integral expression in the definition of the
Wigner distribution [Eq. (15)], resulting in an expression
involving three integrals over v, v', x' (if we let the dummy
variable appearing in the second occurence of 9;c[f] be v').
After some manipulation, we are faced with an integral of
the form

f exp{-27ri[v - x cot 4 + (v + v')/2 sin 4]x'}dx' (C2)

inside the expression with which we are working. This is
equal to 8[v - x cot 4 + (v + v')/2 sin k]. This delta
function will eliminate the integral over v' by virtue of the
sifting property, leaving us with

exp[-4vri(v sin k - x cos 4)x/sin 4]
X exp[-4iri(v sin 4-x cos 0)2 ]cot k

X f exp[-4iriv(x sin + v cos

x f(v)f*[-v - 2(v sin 4 - x cos 0)]dv. (C3)

Now we wish to show that this is the Wigner distri-
bution of f(x) rotated by . If we use the rotational
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transformation,

x' = x cos 4 - v sin ,

v' = x sin 4 + v cos 4,
(C4)

(C5)

and subsequently the change of integration variable v =
v'/2 + x', the expression at hand reduces to Eq. (15), the
definition of the Wigner transformation of f(x). This is
the result that we sought to prove.

APPENDIX D: EIGENVALUES AND
EIGENFUNCTIONS OF THE DISCRETE
FRACTIONAL FOURIER-TRANSFORM
OPERATOR

Let us apply the operator F' on the eigenvector g of F
with eigenvalue A. On substitution of Eq. (34) into
Eq. (33),

3 4 

Fag = > E - exp[ik(a - j)v/2]Fig.
j=O k= 4

Using Eqs. (30) and (32) and rearranging, we obtain

(C6)

4 1 3

Fags = E exp(ikair/2)2 I exp[ij(-n - k)T/2]gn.
k= 4 j=

(C7)

The inner summation is simply 5-n,k, by virtue of Eq. (28),
so that we end up with

4

Fag. = 1 exp(ikar/2)5nk.g = exp(-ina7i)/ 2 gn = AnagnX
k=1

(C8)

which is the desired result, Eq. (35).
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Note added in proof: The following papers, which dis-
cuss related concepts, have recently been brought to our
attention: N. G. De Bruijn, 'A theory of generalized func-
tions with applications to Wigner distribution and Weyl
correspondence," Nieuw Arch. Wiskunde (3) XXI, 205-
280 (1973); D. Mihovilovic and R. N. Bracewell, 'Adaptive
chirplet representation of signals on time-frequency
plane," Electron. Lett. 27, 1159-1161 (1991); J. Wood and
D. T. Barry, "Radon transformation of the Wigner spec-
trum," in Advanced Signal Processing Algorithms, Ar-
chitectures, and Implementations III, R T. Luk, ed., Proc.
Soc. Photo-Opt. Instrum. Eng. 1770, 358-375 (1992);
L. B. Almeida, 'An introduction to the angular Fourier
transform," in Proceedings of IEEE International Con-
ference on Acoustics, Speech, and Signal Processing (In-
stitute of Electrical and Electronics Engineers, New York,
1993), pp. III-257-III-260 (1993).
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