JOURNAL OF PARALLEL AND DISTRIBUTED COMPUTING41, 42-52 (1997)
ARTICLE NO. PC961285

Limit to the Bit-Rate Capacity of Electrical Interconnects
from the Aspect Ratio of the System Architecture

D. A. B. Miller* and H. M. Ozaktast

*Ginzton Laboratory, Stanford University, Stanford, California 94305-4085; and
TBilkent University, Department of Electrical Engineering, TR-06533 Bilkent, Ankara, Turkey

is being introduced for frame-to-frame interconnects and for
We show that there is a limit to the total number of bits per sec- backplanes.

ond, B, of information that can flow in a simple dlglta| electrical It is obvious that |Onger lines are more |055y and have more
interconnection that is set only by the ratio of the lengthl of the  ny|se distortion. A key point of the present paper is that it
interconnection to the total cross-sectional dimension/A of the is the “aspect ratioc’—the ratio of the length of the (longest)
interconnect wiring—the *aspect ratio” of the interconnection. interconnection line to the cross-sectional dimension of the
This limit is largely independent of the details of the design of interconnect—rather than the length that better characterizes
the electrical lines. The limit is approximately B ~ B A/l bits/s, . . . . 9 . . .
with B, ~ 1015 (bit/s) for high-performance strip lines and ca- !ImItS from Ipss qnd d|§tort|pn, especially for 5|mplg digital
bles, ~10% for small on-chip lines, and~1017—10 8 for equalized INterconnections in which signals are to be sent directly as
lines. Because the limit is scale-invariant, neither growing nor “0n” or “off” voltages without coding or multilevel modulation
shrinking the system substantially changes the limit. Exceeding schemes. The resulting limits are independent of size scale,
this limit requires techniques such as repeatering, coding, and being set instead by the proportions of the interconnections,
multilevel modulation. Such a limit will become a problem as and, ultimately by the proportions of the underlying system
machines approach Th/s information bandwidths. The limit will architecture; neither growing nor shrinking the size of the
particularly affect architectures in which one processor must talk  gystem substantially changes the limit (though in practice, lines
reasonably directly with many others. We argue that optical in- o chin exhibit slightly better performance than other lines).
terconnects can sqlve thl§ p_ro_blem since they avoid the resistive Ao e will show below, for example, the bit-rate capacity,
loss physics that gives this limit. © 1097 academic Press B, of a broad range of electrical cables and lines is given by
B ~ 10" A/I? bits/s. Hence we can conclude that certain
architectures become substantially more difficult or expensive
to implement with electrical interconnections once we wish to
pass more than a certain amount of information through them
per unit time.

Electrical interconnections currently dominate the commu- Lo .
L . . L L By contrast, optical interconnections have no comparable
nication of information within digital machines; they are often = . " . . L L
caling limits. Loss in optical media is essentially independent

the most inexpensive approach, and are known to be re“aij?'the modulation bit rate, even into the terahertz regime.

At long distances and high bit rates, optical techniques arg, .. . . e =
: . ] . tical attenuation can be relatively very small; it is negligible
however, increasingly being used, in large part because they, » ; ;
free-space” propagation over scales of meters, and in

|
ptical fibers over kilometers (e.g., 0.2 dB/km loss at 1.55

do not suffer from the signal attenuation and distortion tha
arise from the skin effect loss in normal metal cables [2 nicrometer wavelength). Optical systems readily exceed the
ectrical scaling limit derived here by multiple orders of

The skin effect is the physical phenomenon [9] that, at hige

frequencies, current is carried only in a thin layer near thr%agnitude For example, a single-mode optical fiber, 125
surface of the conductors (for example, the "skin depth’ irrr]ﬂcromete.r in diameter a}1d 15 km long (correspondi;lg to
copper at 1 GHz is about 2m). In practical cables, the skinA/l2 ~ 5 x 10-17), would have only 3 dB of distance-

effect is unavoidabl&[3]. There are also several other reason&ependent loss. Sending signals at, for example, 100 Mb/s

for the use of optics in interconnections [17, 18, 21]. Optics . S . X
. . L - 145 simple and routine in such a system. A simple electrical
dominates long-distance telecommunications, has growing us, . .
) . . . interconnect with the same length and cross section would,

in some networks and connections to peripheral devices, an . ; g .
according to the scaling analysis of this paper, be able to

1In principle, the skin effect could be avoided up to certain frequenci&arry less than 0.1 bit/s of data. More SOphIStlca_ted OptICE?'tl
by making cables with a very large number of thin layers, but no practicByStems can handle much gre_ater distances and bit r_ates,_ with,
fabrication technique has emerged. See Clogston [3]. for example, 160 Gb/s transmitted over 232 km of optical fiber

1. INTRODUCTION
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[25]. Though optical interconnection systems doubtless hawEhigh-capacity switching machines [14]. In this system, op-
their own practical problems, it is clear that they do not suffeéical connections are made directly from the surface of the sili-
from the same kind of scaling limits as electrical interconnectson chip to the other switching machines, avoiding entirely the
Consequently, we will concentrate in the rest of this paper asual hierarchy of repeatered electrical interconnections. Such
the analysis of electrical interconnects, and on the knowledgelical approaches are possible because of emerging technol-
that optics can solve the resulting problems of interconneagy that allows large numbers of high-speed optical intercon-
bit-rate capacity, at least at some size scales. nections directly in and out of silicon chips [7].

This aspect ratio limit to electrical bit-rate capacity is The argument of this paper is an extension of more general
relatively universal. Because capacity depends on total croggguments previously given by one of us [21, 22], and the
sectional area, replacing a large number of thin cables witft@ntral point has also been briefly discussed recently by Smith
small number of thick cables (afice versg has no effect on [24] (and also orally by one of us [18] at the same meeting).
the limit. The detailed design of the cable cross-section is a'ﬁptms paper, we gi\/e the physica| arguments exp||c|t|y and in
largely irrelevant because of an underlying logarithmic scalingteater detail, including also the case of equalized lines, and
in the physics of cable properties; as a result, all well-designggtend the discussion of practical electrical interconnects to
cables and lines give similar limits (though bad design coulghow specific realistic numbers for limits.
certainly make the problem worse). Somewhat surprisingly, |n Section 2, we present theoretically this “aspect ratio”
we also get essentially similar limits regardless of whether thighit on the bit-rate capacity of both skin-effect-limited lines
loss results from skin-effect or conventional “bulk” resistivend conventional resistive lines. We discuss the transition
effects. between skin-effect-limited behavior and conventional resistive

Obviously, a single long wire has a very large aspect ratigehavior in Section 3; importantly, we show here that there
and as a result has a low bit-rate capacity (this is equaliyally are only two modes of operation of lines—either
true for a long coaxial cable or a long wire on a chip). Thekin-effect-limited “propagating-wave,” “LC" lines, or bulk-
wiring layers in boards and chips have relatively small crosgesistance-limited, “diffusive-conduction” “RC” lines. This
sectional areas, and so can also encounter this limit. In Syst%ﬁdusion makes the results Simp]er and more universal. In
with large numbers of processors, each of which wishes ¢@ction 4, we discuss how to scale the theoretical limits
be connected to every other reasonably directly, large aspgein ideal lines to the case of more practical lines, and give
ratio interconnects are inevitable, since at least some of @#licit scaling results for coaxial lines, strip lines in multichip
processors must necessarily be many “processor sizes” ai@ydules, and lines on chips. In Section 5, we extend the
from some of the other processors. Switching fabrics thahalysis to the case of equalized lines. We discuss the results

must connect a large number of input sources to a largesection 6, and draw conclusions in Section 7.
number of output systems (as in telecommunications switching

or possibly interconnection switching for large multiprocessor 2. THEORETICAL BIT-RATE CAPACITIES
parallel computing machines) have similar problems. OF ELECTRICAL LINES

Aspect ratios of interconnects inside machines will often
be lower than those of long cables between machines, buifhough there are many different designs of electrical
they can readily be in the range of 10:1 to 100:1. For sudfansmission lines, in practice there is little variation in the
aspect ratios, we will likely start to run into the “aspect racapacitance per unit lengtii;;, and the inductance per unit
tio limit" at total bit-rate capacities in the range of 10s ofength, L;, of different lines. Most lines have about 1-3
Gb/s to 1 Tb/s. Though large by current standards, such nfécm of capacitance and about 2 nH/cm of inductance. The
chines may not be very far off. For example, an experimentg@ason for these relative constancies is that both capacitance
telecommunications switching fabric with 320 Gb/s capaci§nd inductance scale only logarithmically with the ratio of
has been demonstrated using state-of-the-art electronic pagaductor size to conductor separation. For example, for
aging [26], and it is interesting to note that the architectuf@axial lines, the capacitance is
chosen for this demonstration (an active crossbar, i.e., a sim- 9

. . . . L. TEFE,

ple mesh interconnect) is one that avoids high-aspect-ratio in- Cr= ———, (1)
terconnects, though its cost would increase quadratically with In(ry /ra)
its capacity. Other known multistage switching architecturegheres, is the relative dielectric constant of the material be-
scale more nearly linearl§,but have inherently higher aspectween the conductors,, is the permittivity of free spacey
ratios. Optics in various forms has been suggested for usdhe inner radius of the outer conductor of the coaxial cable,
in high-capacity switching systems [4, 26]. Experimental ogndr, is the radius of the inner conductor. The inductance is
tically interconnected multistage systems have been demon-
strated [16]. The use of optics for very-high-aspect-ratio in- L= Hrfto In(ry/ra), (2)
terconnections within a switching system is being researched 2w

now; in one such experimental system, a single silicon chipestrictly, multistage architectures tend to scaleé\alog N, whereN is the
forms the core switching fabric interconnecting a large numberal capacity.
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wherey, is the relative permeability of the material betweethis conclusion [15, 21, 22]. Broadly speaking, only the
the conductors, and, is the permeability of free space. Foresistive loss changes substantially between different cable or
all practical low-loss cabley, = 1. line designs, and it tends to scale with overall area. This
For any line (coaxial or of other design) operated at relative universality of transmission line properties allows us
frequency where the inductive impedance per unit lengtb draw rather general conclusions about the bit-rate capacity
substantially exceeds the resistive impedance per unit lengftelectrical signal transmission lines. As we will show below,

(i.e., LC lines), the characteristic impedanég, is the effect of resistive loss is to give a bit-rate capacity for
a given line that is proportional to the cross-sectional area

L and inversely proportional to the square of the cable length,

Zo = ng (3)  with a proportionality constant that is essentially similar for

all practical signal transmission line designs.
For a coaxial lineZ, becomes

2.1. Skin-Effect-Limited Lines

1 . .
0= oo Erfo 1 (r—b> : (4) The skin effect is a well-known consequence of Maxwell's
TV &réo Ta equations for the case of wave propagation in the presence of

For polyethylene dielectric (commonly used in coaxial cab|e§,°”d90t°f5- All of the conduction tends to occur within about
e, = 2.33 at 100 MHz, which would give,/r. = 3.57 for & “skin depth,”é, of the surface of the conductof. is given

Z, = 5042 cable. Air- or vacuum-spaced 3®-coaxial cable by

would havery/r, = 2.30 (expanded PTFE with. ~ 1.3 is )

also commonly used). 5= ’ (6)
The signal propagation velocity, is, for any LC cable VT o0
1 where f is the frequency and is the conductivity. At room
V= 5) temperature, the conductivity of copper is about 5:8@0’
N (5) P y of copp

Q~! m~! and that of aluminum is about 3.3810Q~' m~—!,

which in practice for coaxial cables becomgs/z,, wherec which leads to skin depths in the range of micrometers at the
(=3 x 108 m/s) is the velocity of light in free space. clock frequencies of electronic processors.

Lines other than coaxial lines (e.g., twisted pair, conductor When skin-effect-limited resistance loss dominates (e.g.,
above ground plane (narrow) strip lines) all have behavifgglecting radiation loss and dielectric loss), the response,
similar to coaxial lines as the relative dimensions are changlr). at the (properly terminated)end of an LC line to a
because the logarithmic behavior comes from the underlyik§it step function input is [27]
physics. Because of the logarithmic scaling, redesigning for
substantially lower capacitance or higher impedance resglts in h(r) = erfc (\/1/—7); (7)
at least one of the conductors becoming very small relative to
the overall area, which leads to high resistance and, henatere “erfc” is the complementary error function, ands
high loss. Lines, such as very wide strips close togethne measured in normalized units where (for a coaxial
on top of one another, have higher capacitance and lowdf®
inductance; such lines are useful for power distribution, but )
their low impe(_jance or high ca_pacitance Iead_s to high_requir_ed = fir ol , (8)
driver powers if used to send signals. Increasing the dielectric 1672ri0 2,

constant also increases line drive power and slows down signal ) )
propagation. Increasing the permeability, in principle, coulfith ¢ being the length of the liner(= 0 corresponds to the

increase line impedance, but is generally not practical aHE'e &t which the step function edge would have arrived at the
would reduce propagation velocity. end of the line in the lossless case).
Hence, to minimize capacitance (and maximize impedance, ) L
When we consider LC lines in this paper, we always assume that they

in LC Ilnes) WIthOUt,mcu.mng tOQ much IOS_S or OCCUPY'”%re terminated. If lines are not terminated, then there are additional problems
too much area, practical lines designed for signal transmissigih reflections on the lines that in general only make the eye diagrams worse.
all tend to have at least one conductor dimension comparablso, such reflections do not, in general, speed up the rise time on the line.
to the separation between the conductors, and to have ratheice maximum practical bit-rate capacities will be found for terminated

similar inductance, capacitance, and impedance (for LC "neg?es. The termination could be either “series” (i.e., at the transmission end)

. . . “parallel” (i.e., at the receiving end), or both. The formulas are given for
ln(rb/ra) (Or the equwalent factor for other de3|gns of IIrlegarallel termination; series termination may have a different magnitude (by a

tends to have a value efl. Other specific analyses suppOriactor of 2 depending on definitions), but has the same form and rise time.
SHere we assume, for simplicity, that the loss in the coaxial line is
3Optics can also eliminate the problem of driving the unavoidably lowlominated by the loss from the smaller, inner conductor. The actual loss
impedance of even well designed lines. See Miller [19]. will be slightly higher if the loss from the outer conductor is also included.
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1 ——————— — B < 1/Trise = 1/506 (9)
The practical meaning of the unit of timg, is more easily
understood by rewriting it. Using the fact that the dc resis-
tance per unit length of a coaxial line is

h
0.5 R = ! (10)
aric
(where we neglect the slight additional resistance from a larger,
outer conductor), we find
8 ' per=—1___ge (11)
= (L = ’
%0 50 100 150 4log(rs/ra) 4log(re/ra)

T
FIG. 1. Rise of a voltage at the end of a terminated, skin-effect-imitewhere £ and ' are the total dc resistance and capacitance of
transmission line when driven by a unit step function (in dimensionless untlse line, respectively. Hence the effective rise timg,., of

of time). the skin-effect-limited coaxial line is [from Eqgs. (9) and (11)]
. . A 12.5
The form of the functiona(7) is shown in Fig. 1. Note Trise = ————— RC'. (12)
that, though the initial rise of(7) is rapid (in a few units of In(ry/ra)

time), the f.unct'ion tgkes avery long time to rise afte'r that. TI,'Ienis formula will be useful for comparison with the behavior
10-90% rise 'tlme' 1S agtua}l!y abou'F 1_20 units of time. T_h'éf the RC line below (it is, though, an algebraic accident that
long overall rise time significantly limits the number of bits,o nit of time here appears to depend on the dc resistance,

per second that can be sent down the line uuréless sophisticateqt the line, and it has no basic physical significance).
coding a_nd signal recovery techniques are u ed. Another way of rewriting the unit of time is
Resulting “eye diagrams” are shown in Fig. 2. In an eye
diagram, a random bit stream drives the system, and the results 2
from each bit period are plotted on top of one another, showing 8= Lz (rﬂ) -, (13)
the unwanted influence of previous bits (“pattern-dependent” 16nZio \ra ) A
effects) as a clos_lng .Of the “eye. . - . where A is the cross-sectional area of the line, angis the
The long total rise time of the skin-effect-limited line leads ; . .
A " outer radius of the outer conductor (which may include both
o substantial “pattern-dependent” effects, as can be see he thickness of the outer conductor and that of any insulatin
Fig. 2. For a bit period of 5 time units, making the digita y 9
decision as to whether a given bit is a “zero” or a “one” is
not quite impossible (the eye is still “open”), but a relativel
sophisticated “decision” circuit would be required to do sc

and the immunity to noise is clearly significantly degrades bit
To meet a standard digital design criterion of a bit peria period
significantly larger than the 10-90% rise time would mean =20

bit period of 100s of time units. Here we presume that, wil
care in design, we can work with an effective “rise timey;.,
of 50 time units, and we also presume that we can set the
period equal to thisyise and get sufficiently reliable digital
communication with relatively simple decision circuits. Witr
this presumption, therefore, the bit-rate capaditypf a given bit
cable would be period
=50

0.966

Va0
‘”/ "’ bit
‘ period
} =100
A ;‘iﬁ;

iy

5The long tail on the rise time is a consequence of tfe¢/F frequency
response of the skin effect. The more common exponential time respol 0
(e.g., the rise of a simple resistance—capacitance circuit) corresponds 1 output
1/f frequency response. Though tig/f has less attenuation at higher voltage
frequencies than the/ f response (corresponding to a relatively rapid initia
rise in the time response for the+/f case), it has more attenuation at lower
frequencies, hence leading to the relatively longer tail in the time response-IG. 2. Eye diagrams for bit periods corresponding to 10, 20, 50, and 100
compared to an exponential rise. normalized time units, calculated for a random 256-bit pattern.
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or protective sleeving). Based on this formulation, and takingain, there is relatively little that can be done to improve such
as a limitr,, = 7 (the inner radius of the outer conductor)a design. For example, reducing the resistance by increasing
we obtain for such an “ideal” copper coaxial cable with polythe fraction of the area occupied by the smaller conductor will
ethylene dielectric and0-{2 impedance generally increase capacitance to give little or no net benefit.
The resistance of the smaller conductor is therefore
B<9.1x10%A/P (14)

. o o = —, (16)
(this relation is plotted as the LC line limit in Fig. 4). gA

Note that this bit-rate capacity depends essentially only on _ _ _
the aspect ratid/»/A. Note also that we could, instead of2nd so we have, for the bit-rate capacity of the RC lines,
using one large cable of cross-sectional argause several
smal_l cables of the sar_nE)taI cross-gectional areal, and B o~ 1 é — 94 % 1016 é (copper)
obtain the sameotal bit-rate capacityB. Each of the 8R;Cy 12 2
individual small cables would be run at a proportionately lower
bit rate because the rise time would be proportionately larger,
but the aggregate capacity would be the same. Henmally _ . _
refers to the total cross-sectional area. Changing the cablé\9in. we find that it does not matter whether we use a
design makes essentially no difference to the overall capadijg€ number of small RC lines or a small number of large

as long as the total cross-sectional area remains the sameRC lines—thetotal bit-rate capacity is the same, and depends

only on thetotal areaA.

=1.6 x 106 % (aluminum). (17)

2.2. Bulk Resistive Lines 3. TRANSITION BETWEEN BULK RESISTIVE

In the case of lines of dimensions such that the resistive RC LINES AND SKIN-EFFECT-LIMITED
impedance dominates over the inductive impedance at the LC TRANSMISSION LINES
operating frequency range of interest, the 0—90% rise time at
the end of the (unterminated) line happens to be numerically¥Ve have analyzed only the above two cases: (i) LC lines

equal to the total RC time constant of the lih@e choose With skin-effect loss and signal distortion, and (i) RC lines,
this time as the effective rise time,., of such lines, giving Where the resistance is not dominated by the skin effect; i.e.,

the resistance is that of the whole cross-sectional area of the
conductor. For the generality of the analysis, it is important
to understand the other two possibilities, i.e., LC lines with
rgsistive loss from the whole conductor cross section or RC
- ) ; lines with skin-effect loss. In fact, as we demonstrate below,
transitional frequency region where it starts to be affected |ﬂ¥ere actually are essentially only the two cases we have

the skin effect—we discuss this transition below). already analyzed; the frequency at which a line of a given size

This formula can be compared directly with Eq. (12) abovehanges from bulk resistive behavior to skin-effect behavior is

for the coaxial line case. We see immediately that the bIa'lso essentially the frequency at which the line changes from
rate capacity of the RC line is actually larger (for the same y q y 9

geomEtry) than that of the LC line by apprOX|mater an OrderBTotal line capacitance for on-chip lines minimizes when the ratio of

of magnitude. conductor width}¥, to the separation between the conductor and the ground
The dc resistance decreases with the area of the line. @#she (dielectric heighted) is ~1.75, i.e., W ~ 1.75H (see Bakoglu [1], p.

we will discuss below, for high-performance systems, the R130). The conductor is taken to have a square cross section. The separation
line behavior will usually only hold in practice on chip ThePetween adjacent conductors in a collection of lines is takexiégo achieve

t f ll-desi d hio i il h reasonably low cross talk, and to avoid too much coupling capacitance between
geometry of a well-designed on-chip fine wi ave an are[ e lines, giving a center-to-center spacing3d¥. For a single conductor

approximately 8 times the area of the (smaller) conddtiby.  apove a single ground plane, the height is not simidly- W because the
electric field of the line extends well above the conductor. To estimate the
“Note that the rise time of a distributed RC line is faster than that of a singiéfective total height of the line, we presume that we place another ground
resistance and capacitance of the same total values; this can be rationalpeade a distancé/ above the conductor to make a strip line. Such a structure
by noting that the capacitance near the transmitter end is charged throegh be stacked to make a multilayer wiring structure if desired. The line
a relatively small resistance, for example. Only the capacitance at the vémgrefore has an overall thickness of at leagt + W. We should also
far end of the line experiences the total line resistance. The general foimnalude the thickness of one ground plane conductor in the effective height,
of the response of a distributed RC line is sometimes known as “diffusieand we take this thickness to be at Ied&t2. Hence the effective area of one
conduction,” since the line obeys an equation identical in form to the diffusidime is at leasBW (2H + W + W/2) ~ 8W?2. The capacitance of the simple
equation. There is, unfortunately, no known analytic form for the solutioline without the upper ground plane is about 2 pF/cm for the silicon oxide
to the diffusion equation in the time domain for the kind of boundary andr silicon nitride dielectrics used in present integrated circuits [1]. Adding
initial conditions implied by a step function voltage drive, though simulatiothe upper ground plane will increase the capacitance, so we presume a line
is straightforward. capacitance of about 3 pF/cm.

Trise =2 RC' = RlCllz. (15)

R will be the dc resistance of the line (though there may be



ASPECT RATIO ELECTRICAL INTERCONNECTION LIMIT 47

RC to LC behavior (essentially the same conclusion is reachamctical cables by noting the actual cross-sectional area of
in Ref. [22] by a different, but equivalent, argument). the real cable of the same inner conductor size as the “ideal”
The frequency, fr1,, for the transition from RC to LC cable of Eq. (14); the “ideal” cable (which, by assumption,
behavior for a given line is that at which the inductivdnas a50-Q2 geometry and a polyethylene dielectric) has an

impedance equals the resistive impedance, i.e., using Eqgs. g®a ofr(3.57/2)% = 10.0 square units for an inner conductor
and (10) and the fact that the inductive impedancgrigL, one unitin diameter. The bit-rate capacity of the real cable is
derated in proportion to its actual area compared to this “ideal”
1 13 area.
Triopypio In(ry/r4)’ (18) Practical lines also typically have more loss than the ideal
cable of the same inner conductor size. There are several
where, for the sake of definiteness, we consider the coax@ssible reasons for this difference. One is surface roughness
line geometry. on the conductors. As discussed above, the skin depth is often
The frequency, fsg, at which the skin effect becomespf the order of micrometers; if the surface is rough on this
important is when the skin depth is comparable to thgale or larger, the current actually must flow over a longer
conductor radius (or half the larger cross-sectional dimensiggth than if the surface had been smooth, resulting in greater
of the smaller conductor in the line), i.e., for a coaxial lingpss. Lines in geometries other than coaxial (e.g., strip lines)

frL =

using Eq. (6), will generally have more current flowing on some parts of
the conductor surface than others (usually those parts of the

fsm = — 1 . (19) conductor nearer to the “return path” on the other conductor),

TraO e fo which results in more skin-effect loss for the same total signal

current. There are also other (non-skin-effect) losses, such as

It is clear that these two frequenciefiur, and fs, are es- gigjactric Joss, anomalous skin effect [2], and radiation loss,
sentially identical; they differ only by the factdn(r;/r,), though we will neglect these here

which we have argued above is approximately unity for prac- The effect of additional “skin-effect-related” loss reduces

t'|cal signal I|n¢s. l.f we consider lines other than the coaxigle pt_rate capacity of a real line essentially as the square of
line, the logarithmic factoin(r/ra) may be replaced by a . aqditional loss factor, as can be seen from the following
slightly different factor, but, for well-designed signal lines, aﬁrguments. Suppose that the 10ss,(in, for example, dB per
discussed above, this will make little difference. If we havﬁnit length), of a practical cable i’s g;reater than t,hB,t of

lines in which the smaller conductor is substantially Iarget\ e ideal ca;ble by some factgrat some frequency.. 'i'he

in one cross-sectional dimension than in the other, the f%’ss from the skin effect scales ﬁé/z. Hence, to reduce the
mulas will be slightly different again, but well-designed Iine?oss to the same as that of the ideal cable, we should reduce

otherwise they acquire excess capacitance or low impedar}ﬂ% operating frequency (and hence the bit-rate capacity) by a
. tor n2. Equivalently, we can keep the frequency the same
Hence, Egs. (18) and (19) are essentially correct for all well- " q y p q y

designed signal lines. Taking the conductor size 2r, as
the effective cross-sectional dimension of the smaller conduc-

tor of the line, we have, for the “cut-over” frequencji,
between bulk RC behavior and LC skin-effect behavior, \\
1GHz “LC” line with
4
fo= ——. (20) N skin effect
Td?opiy o Frequency \ resistive loss
This relation is graphed in Fig. 3. §
Note from Fig. 3 that, at the frequencies of 100 MHz and 1MHz \
above that might be found in high-performance interconnec- “RC” line with \
tions, only the smallest lines (e.g., <lén) are RC lines, and bulk resistive N
such small lines are usually found only on chips (rather than loss \
on boards or in cables). 1kHz AN
1um 100um 10mm
4. SCALING THE PERFORMANCE OF PRACTICAL (Center) Conductor Width, d

CABLES AND LINES . " _
FIG. 3. Graph showing transition frequency between bulk resistive-

. L . . . . capacitive (RC) diffusive conduction behavior of a line and inductive-
The LC line limit given by Ea. (14) IS ObVIOUS|y idealized a%apacitive (LC) line behavior with loss dominated by the skin effect, as a

far as cable cross-sectional area is cpncerned, since it PresufiiRSon of the cross-sectional dimensiah, of the smaller conductor in the
no outer conductor or sheathing thickness. We can scalelite.
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but scale up the cable cross section. Since the current ofdy crossing wires. The best possible case is to neglect the
flows in a layer of thicknesé (which remains the same as wearea required for this second layer, calculating based on the
scale up the cable cross section), to reduce the loss by a factass-sectional area of one wiring layer. A more realistic case
7 means we must increase tperimeterof the conductors by is that two layers of wiring are required, doubling the cross-
a factorn, which in turn means scaling up the area by a factsectional area needed for a given bit-rate capacity.
n? (we increase the conductor dimensionsipipn both cross-  Note from Fig. 4 the extent to which cables and lines of very
sectional dimensions). The cable bit-rate capacity decreasifferent sizes and designs all have very similar bit-capacity
in proportion as we have to increase its area beyond thatamfnstants. Even coax lines and MCM-D multichip module
the ideal cable, as discussed above. strip lines have overall similar performance (lines on chip,
In fact, one good way to deduce the bit-rate capacity of deing more likely RC lines, have somewhat higher calculated

arbitrary cable or line is to find the area of the ideal cable withit-rate capacity constants).
the same loss at some given frequency, and simply to derate thAs a “rule of thumb,” we can conclude from Fig. 4 that,
bit-rate capacity by the ratio of the areas, as discussed abdee.practical cables and lines operating at or above the typical
This approach has the advantage that it gives a meaning§pkeds of modern processors, the practical interconnect aspect
result for any form of cable or line, including other geometriesatio limit of electrical interconnect total bit-rate capacity is
such as strip lines, and automatically includes the effects of
larger areas and excess skin-effect losses discussed above. The B~ 1015 A (25)
loss of the ideal coaxial cable is 2

Rist with slightly better performance than this possible on chip (i.e.,

ay; = nepers/m, (21) B~ 10'°4/12).
270 One simple practical example is to consider the coaxial

where R;sg is the skin-effect-limited resistance of the cabl&@Pling required to connect cabinets within a room. The
per unit length. The loss stated in this way is the voltag§Sulting cable length could be~ 10 m. The maximum
attenuation coefficient. Cable losses are usually quoted GiPSS-sectional area of cable that we might consnzller_ coming
power attenuation coefficients (which are twice as large bRut Of the back of one cabinet might bé ~ 0.1 m” (i.e.,
cause power is proportional to the square of the voltage), aid¥ 30 ¢m total cable cross-section, which would typically
in decibels per unit length. Hence, for the id6a+Q copper correspond to > 60< 60 cm cross-section of connectors).

5 .
line with polyethylene dielectric, the power attenuation coef:O" Such a systent;'/A ~ 1000 (corresponding to an aspect
ficient in decibels becomes ratio ~32), and so the total bit-rate capacity that we can send

into or out of one cabinet, using simple (unequalized) digital
interconnects, is-1 Tb/s on the basis of the “rule of thumb”
i :
—= dB/m. (22) relation, Eq. (25).
VA Another example is to understand how much information
e could send internally from one side of a multichip module
(R/ICM) to another (note that we are not considering the
problem of interconnections onto or off of the module). We

a; =228 x 1078

For each practical cable we can define a “bit-rate capacity ¢
stant” B, through

A
B< B, =

- (23) . e
3 “RC” line limit
Using the above scaling argument, therefore, for a chosen f I m
quency, f, and using the ared of the real cable to calculate 10 + “LC” line limit 1
o L] 3
«a; from Eq. (22), Bit Rate ] l_J. i
Capacity L on-chip coaxial cable
9 Constant, | .
. 05 !
B, =9.1x 10" (i) . (24) Bo107B) . .
“p '¥ mcmD| g= . . .|
L | [ ] ] L]
In Fig. 4, we show the “bit capacity constant$i;, for various ! e - -
practical cables and lines. The parameters of cable or strip li [ —
performance used for the estimations in Fig. 4 are shown
Table I. In the tabled is the diameter of the center conducto 0 e e
in a coaxial cable, or the width of the (center) conductor in (Center) Conductor Width, d (mm)

strip Il_ne' Note, for the C._’:lse of planar wiring (I'e" Conn_eCtlor_]SFlG. 4. Bit-rate capacity constant for various cables and transmission lines,
on chip and on MCMs) in Table I, that actual connections igx 4 function of the cross-sectional dimensignof the smaller conductor in

planar wiring require two levels of interconnections to allowhe line.
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presume a 5-cm square module in MCM-D technology, with a
signal-carrying wiring layer 7pm thick (including conductors

TABLE |
Parameters for Practical Interconnect Wiring
a, (dB/m) Notes and
Cable type d (mm) A (mm?) f (GH2) f (GH2) «;(dB/m) B,(10'® brs) references
On-chip Al (1 layer) 0.01 0.0008 — — — 16.0 a
On-chip Al (2 layers) 0.01 0.0016 — — — 8.0 a
TI MCM-D (1 layer) 0.04 0.0075 35.00 3.00 14.42 1.54 [11]
0.04 0.0075 97.50 12.40 29.32 0.82 [11]
TI MCM-D (2 layers) 0.04 0.015 35.00 3.00 10.20 0.77 [11]
0.04 0.015 97.50 12.40 20.73 0.41 [11]
GE MCM-D (1 layer) 0.05 0.0079 26.40 1.00 8.12 0.86 8]
0.05 0.0079 52.90 3.00 14.07 0.64 [8]
GE MCM-D (2 layers) 0.05 0.016 26.40 1.00 5.74 0.43 [8]
0.05 0.016 52.90 3.00 9.95 0.32 [8]
RG178 0.25 2.85 0.59 0.10 0.14 0.48 [5, 23]
0.25 2.85 1.64 1.00 0.43 0.62 [5, 23]
RG316 0.46 5.27 1.84 3.00 0.54 0.80 [10, 23]
RG58 0.74 19.3 0.18 0.10 0.05 0.75 [23]
0.74 19.3 0.72 1.00 0.16 0.47 [23]
RG142 0.99 19.3 2.20 12.40 0.58 0.63 [10, 23]
RG218/219 4.95 384 0.03 0.10 0.01 1.15 [23]
4.95 384 0.14 1.00 0.04 0.65 [23]
RG220 6.60 453 0.02 0.10 0.01 2.10 [23]
6.60 453 0.11 1.00 0.03 0.84 [23]

and dielectrics), and we take the line length for the calculatigmmoblems in sending such a bit rate across chip, including the

to be 10 cm, corresponding to the longest line based difficulty of driving them.

“Manhattan” routing (i.e., lines in: or y directions only, with Note that in these examples we are considering only a

no diagonal lines allowed). The cross-sectional area of thipecific part of an overall interconnect, not the additional

interconnect is4 = 5 x 0.0075 = 0.0375 cm?. Using a bit problems of connecting any of these systems to other levels

capacity constant of x 10'5 b/s (corresponding to a veryof the interconnect hierarchy. For example, in the coaxial

good MCM-D technology) gives a bit-rate capacity for thigable case, we are presuming the drivers and receivers are

on-MCM interconnect of 750 Gb/s. right beside the cable ends; we make no allowance for any
As an example of the aspect ratio limit on chip, we considarterconnect required to connect to the cable ends.

al x 1 cm chip, with a wiring layer effectively~10 gm

thick (reasonable for the final “long-distance” wiring layer on 5. EQUALIZED CABLES

a hypothetical chip). Hence, the cross-sectional atess

~0.001 x 1 cm = 0.001 cri. As for the MCM case, we One technique commonly used to increase the bit-rate

assume no diagonal interconnecting lines, so the longest I@Pacity of cables is equalization. A relatively simple passive

is{ = 2 cm. Hence, using a bit capacity constant @fx 106 network can compensate for the frequency dependence of

b/s, we obtain a bit-rate capacity of 4 Th/s for interconnectiofde 10ss in the cable over some frequency range, at the

within the chip. This number does point out that there is likelgxPense of attenuation of the overall signal (see, e.g., Foster

less of a problem with high-aspect-ratio interconnects on crpd Van Duesen [6] for an example of modern commercial

than there is off chip. There would, of course, be many othBfactice). A simple rule of thumb for equalized cable is that
the signal attenuation in the equalized cable is the loss that the

unequalized cable would have at the signal clock frequency.
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This can be understood intuitively. We could imagine thaven when the underlying interconnect has a high aspect ra-
ideal equalization simply attenuates all frequencies below ttie. One way is simply to break a long interconnect up into
clock frequency to have the same loss as the clock frequersgveral shorter parts. It is also possible to use more sophisti-
signal. Hence we would have a flat frequency response upctated receiver techniques to extract digital information reliably
the clock frequency, and thus the ability to carry signals witlhom poorer eye diagrams. The data could also be coded, for
a bandwidth of the clock frequency without distortion. Sincexample using a Manchester code, to minimize the pattern-
with non-return-to-zero signaling the bit rate can be twice ttdependent effects, or by using multilevel modulation to in-
bandwidth, we calculate the loss in an equalized cable to biease the bit rate for a given bandwidth. Such techniques in-
the same as the loss in the unequalized cable at a frequeegiyably increase cost, however, and can eventually only lead
B/2 (we calculate, for the moment, as if all of the informatiorio diminishing returns. They also lead to other problems, such
flows over one cable, but because the scaling will turn out &3 increased transmission delay, circuit complexity, and power
be linear in area, the same answer will be obtained if the caldlissipation. The present analysis does at least show the condi-
is divided into many smaller cables with the same total arg#gns where such techniques must be considered, and where,

just as above for the unequalized cable analysis). consequently, the cost of electrical interconnection will tend to
We presume the receiver at the end of the equalized calike faster than a simple linear scaling of cost with capacity.
has a sensitivity such that it can tolerate a cable (®ss o, !. It is also true that there are many other limits in electrical
Hence, usingy; from Eq. (22), interconnects, many of which will set in before this aspect
2 ratio limit in particular cases, and so it is by no means certain
B =385 x 10% (ﬂ) G? é, (26) that we can even reach the aspect ratio limit in many cases.
@p r? For example, we have neglected delay and delay variation,
whereG is in units of decibels of power loss. which is often a more important problem than rise time (though

Note from Eq. (26) that, for a given receiver sensitivitghe delay is the same as rise time for the case of RC lines),
(i.e., choice of(), the bit-rate capacity of an equalized cablegnd we have completely neglected the additional problems
(or set of equalized cables) has the same scaling with dreassociated with connecting lines, including wave reflections
and length/ as unequalized cables. Hence equalization doggm discontinuities, and the effects of the finite inductance
pot solve the basic aspect ratio scaling problem of electricsl pins. The aspect ratio limit does, however, give an upper
Interconnects. bound that applies at any size scale, and as a result makes a

Equalization can improve the overall bit-rate capacity qhther general case for looking at optical interconnections for
the system. For example, for a receiver that can tolerate@tain classes of system architectures.
factor of 10 voltage loss in the signal (i.es = 20 dB),  The argument for optics is particularly strong in that, despite
for ideal coaxial cableB = 1.54 x 10'® A/I* bits/s, and for spome initial engineering cost for a new technology, it is
practical cable, the capacity will be approximately an order @owhere near any “aspect-ratio-limited” bit-rate capacity, nor
magnitude less because of the larger loss, Bex 10'7 A/I* s it likely to be at any point in the foreseeable future. This
bits/s. The limits for equalized and unequalized cable agggument is very clear for fiber optical interconnection. Free-
intuitively consistent; the two limits are approximately equaipace imaging interconnection systems also have essentially
for the case where the (voltage) loss in the cable at the clag§ problems of signal dispersion or distance-dependent loss
frequency is a factor of-2, which is approximately the level gn the length scale of electronic processors.
at which equalization has little benefit. Optics does require driver and receiver circuits to convert

In principle, the bit-rate capacity of these equalized intepetween optical and electrical signals. Most such circuits in
connects can be improved by increasing the sensitivity of thge today do consume substantial amounts of power, area, and
receiver. Note, however, from Eq. (26), that the bit-rate c@ircuit complexity. Recent work on circuits for “smart pixel”
pacity scales only as the square of the logaritiif,of the systems has, however, shown that small, simple, low-power,
receiver gaing, i.e., B o (log g)*. Hence, to increas8 by a circuits can be made when the circuits are optimized for the
factorn requires that the gain of the receiver be raised to tRgeecific conditions of short-range digital interconnections [12].
power /n, i.e., g — gV". For example, we might imagine Recent scaling analysis of smart pixel technologies [13] (in
increasing the receiver gain from 20 dB (corresponding to 1@@rticular, receiver power dissipation) also indicates that the
mV received for 1 V transmitted) to 40 dB (corresponding teapacity of optical interconnects in and out of chips may be
10 mV received for 1 V transmitted) in a noisy digital envigple to scale with the increasing logical capability of silicon,

ronment, which would increase the bit-rate capacity by abogihd may allow optical interconnect capacities >1 Th/s for
a factor of 4, though even this would require relatively sophigmg|e chips.
ticated and complex receiver circuits.

6. DISCUSSION 7. CONCLUSIONS

It is true, of course, that there are ways of trying to en- We have argued that there is a limit on the bit-rate capacity
gineer to allow higher capacities in electrical interconnectsf electrical interconnects that depends only on the aspect
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ratio of the interconnect, i.e., the ratio of interconnect lengthpportunities for other approaches such as optics. For all
[ to the square root of the total cross-sectional area of tpeactical purposes, optics has no such aspect ratio limit; long,
cables or interconnect lines,/A. Ultimately, the aspect thin optical interconnects work especially well. Research
ratio is really a property of the architecture of the systendemonstrations of high-aspect-ratio, optically-interconnected
architectures with large numbers of processing units that mggstems do now exist. Precisely when and how optics is
communicate relatively directly with many or most of theéntroduced will, however, also depend on how fast the optical
other units intrinsically have high aspect ratio interconnectgchnology evolves to allow systems of low enough cost and
for example. Because this limit depends only on a ratio pfoven reliability.

dimensions, such high-aspect-ratio interconnects or systems

will be hard to implement electrically regardless of the physical
size of the system, i.e., miniaturization will not help.

We have shown that there are essentially only two kinds o
behavior of lines: either the line is LC with loss dominated
by the skin effect, or it is RC with bulk resistive loss. For the
clock frequencies of high-performance electronic processors,
all lines are LC except those on chip, which will generally bel.
RC unless they are particularly long. The physics of LC and
RC lines is substantially different, but, somewhat surprisingly?
the aspect ratio limit on bit-rate capacity shows the sam
scaling in both cases, and also in the case of equalized L
lines. The aspect ratio limit is approximately ~ B, A/I>
bits/s, with B, ~ 10*° (bit/s) for unequalized LC linesy10'°
for RC lines, and-10'"—10'® for equalized LC cables. These
limits are relatively independent of the details of the desigrp.
of the line because of the logarithmic scalings involved in the
underlying physics (though bad design could make the limit$-
worse).

Though it may seem counter-intuitive, the numerical capacs
ity of RC lines is somewhat higher than LC lines for the same
aspect ratio of interconnect. One reason for the relatively poor
performance of LC lines is that, though LC lines show a fast
initial rise for a step drive, they also have a particularly long
“tail.” It is also interesting to note that, despite the better per-B'
formance of on-chip lines, groups working on predicting the
future scaling of silicon circuits expect that interconnection
limits on chips will become so severe that they see a strong.
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