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Abstract—In this paper, we compare two routing scenarios
for grooming-capable optical-beared two-layer networks hat are

2) The more complex case is when the upper layer is
dynamic, handled by the control plane, that reacts well to

capable of meeting the Traffic Engineering (TE) objectivesThe
first one applies completely dynamic WDM layer that adapts
instantly to all traffic changes. The second one is based on &d
WDM topology (“lower layer”). To achieve the best performance,
the fixed lightpath system is optimized in advance according
to the characteristics of the expected traffic. In both casesthe

upper layer is assumed to be dynamic. We perform extensive

simulations to compare these two multi-layer Routing and Taffic
Engineering approaches that are currently both of particular

changing conditions and where user signalling is used
to set up and tear down connections, while the lower
layer is statically configured.

As the third case, we consider the scenario when the
upper layer is fully dynamic, while the lower one can
be reconfigured time to time. In this case, any change
of lightpaths that carry any traffic will cause interrupt

of that traffic. There are two options for the solution
of this problem: First, to change only those lightpaths
that do not carry any traffic; however, this situation
may happen very rarely. Or second, to assume that the
upper layer will restore the sessions in mili-seconds,
so that the deterioration in the quality of service will
be negligible. We have assumed this second approach,
since the majority of transmissions relay on the TCP/IP
transmission that will resend the few lost packets, and
a data transfer, web browsing, downloading or some
streaming media application will not be affected by these
short interrupts. However, if there are some mission
critical transmissions, they can be carried over un-
interruptible lightpaths.

The fourth, most complex case is when both the layers
are handled via a distributed control plane to ensure
full and joint on-line adaptivity of both the layers.
This approach has the highest capability of adapting to
changing traffic and network conditions, however, it will
cause the largest number of short interrupts due to the
never ending reconfigurations.

practical interest with their inherent advantages and drawbacks.

I. INTRODUCTION

Networks, particularly in the metro and backbone part,
consist typically of two or more layers, where each layer
employs a different network technology. The lower layer is
mostly either a dense or sparse Wavelength Division Multi-
plexing (WDM) layer. The connections of this layer are the
lightpaths. The system of lightpaths provides the virtual (
logical) topology [1].

While the lower layer is an 'optical’ one, the upper layer is
typically an 'electronic’ one capable of performing joiimne
and space switching, typically using a digital switch thahc
be an IP or MPLS router or an SDH digital cross-connect. 4
The lower, 'optical’ layer is seen by this upper ’electrdnic
layer as a given virtual topology. A lightpath of the lower
layer corresponds to a single link in the virtual topology. |
other words, paths of the lower layer are seen as links of the
upper layer, and as the traffic of this upper layer is routest ov
the virtual topology it is also “groomed” into the physicale
wherever a lightpath is terminated, i.e., wherever an upper
layer node can be found [2]. For statically configured or periodically reconfigured sys-

There arises the question how can these layers be operagds, a management plane is sufficient. This is typically a
together. Both IETF and ITU-T propose models and solutioentralized approach. Whenever we assume fully dynamic and
how to operate these two or more layers together [3] [4]. Fadaptive approach, a control plane, with all its protocols f
simplicity reasons, from now on we will assume two layer®pology and link state discovery, connection set up and tea
only [5]. Here we will distinguish four different cases fromdown, etc., is required to ensure distributed operatiom ape
the aspect of dynamics of the two layers. to-date data.

1) The simplest approach is when both the layers are statin this paper, we compare case 3 to case 4, referring to
ically configured, i.e., however the traffic and networkase 3 as “Overlay” while to case 4 as “Integrated”. In gelnera
conditions change both the layers will be used as thélyere are four different models defined by the IETF for vaittic
are. interoperation of the layers, or rather for the interopgerabf



the control planes of these layers [6]. and the carried traffic will be delayed because of passing ove

When the layers are assumed to be operated by differéime electronic layer.
providers, the control planes of these different layerhiarge ~ The aim is to create a reasonable, feasible and inexpensive
a certain amount of information over well defined interfaceghtpath set: as few network resources (wavelength cHanne
and the three models are referred to as vertical intercdimmec and opto-electronic converters) have to be reserved agposs
The overlay model is the simplest, followed by the augmentéa accommodate the offered traffic.
one and by the peer one [7] [8]. In the overlay model a If a new demand arrives at the network, the following
server client architecture can be recognized where therlovaetions may happen.
layer acts as a server for the upper, client layer. In the peerl) Its traffic is groomed together with the traffic of already
model, layers act as peers, i.e., they exchange all the seges existing lightpaths. In this case, lightpaths will carry
information so that any of them can initiate actions, e.g., a  more traffic.
connection set-up, by using resources of both the layers. 2) New lightpaths are created.

A more flexible and somewhat simpler is the fourth ap- 3) Existing lightpaths are fragmented to multi-
proach the vertically integrated model, when it is assumed, plex/demultiplex the traffic of the new demand at
that all the layers are operated by the same provider, ile., a  a certain node. This is a subcase of action 1. It can
the information and all the resources are available without happen but it is not necessary to apply.

complex interfaces and without sharing responsibilities. These cases can be combined as well. It can happen that a
Assuming the above models we investigate how can thgw demand will be routed on some existing lightpaths, some

Traffic Engineering objectives be achieved in such a muligf them will be fragmented, and even new lightpaths will be
layer networks. In Section Il and Ill, the previously intrambd  created.

models are described in details. In Section IV, comparative

simulations are shown and discussed. A. Wavelength Graph
As can be seen above, we need a network model repre-
Il. TRAFFIC ENGINEERING WITH ADAPTIVE WDM senting not only different wavelengths but inner structofe
TOPOLOGY network nodes as well, to be able to keep the introduced

. . ) o , constraints. We apply the so called Wavelength Graph model.

By using dynamic optical layer, it is possible to creatgpig model was first proposed in [11]. Wavelength graph can
adaptive set of lightpaths that satisfies emerging traffic d§a gerived from the real physical network. The topology is
mands. Lightpaths are special routes: they arise and tatening,q same, however appearance of network nodes and network
in the electronical layer, however they do not pass OVffs is special. In a wavelength graph, network nodes are
it elsewhere. In the WDM layer, a lightpath connects Wg,oqelied by subgraphs. Topologies of these subgraphs are
physically adjacent or distant nodes. These two physioa80 paseq on the function of the modeled network node. In our
is seen as adjacent by the upper layer. _ case, it is important to avoid disallowed routes, e.g., & tw

Multiplexing and demultiplexing the traffic of a lightpathpe assured that no algorithm can create a lightpath applying
cannot be solved currently by applying only optical devicegitferent incoming and outgoing wavelengths in a node.
In these cases lightpaths have to be torn down, their tradfic h  Network links are modeled by as many graph edges as the
to be taken up to the electronic layer that increases the BUMRymper of wavelengths that can be utilized in the fiber. The
of lightpaths. This operation needs opto-electronic Co¥® ¢ost of the edges in a wavelength graph are based on their
to be reserved. Their number is limited per node. functionality and on our aims. For details see Section 1I-B.

Our model is dynamic: we assume demands arriving one-we will refer to the simulator applying the introduced

by-one (Discrete Event Simulation) [9]. Demand will be ®lit \yavelength graph model as Wavelength Graph Tool (WGT).
on arrival on free or sharable resources. We assume that

demands arriving to the WDM layer are results of som@- Routing traffic demands
routing mechanism in the upper, electronic layer. Assuming dynamic WDM layer means that no constant
Routing demands on exclusive lightpaths is quite a resould@ghtpath set is designed neither in advance, nor periodi-
wasting solution since capacity of a single wavelength nkén cally. Lightpaths are added/dropped/fragmented/concieel
is much larger than the typical bandwidth of traffic demanddynamically based on traffic demands appearing/expiring in
Therefore we apply grooming to bundle traffic of differenthe upper layer. Therefore, demands are not routed strictly
demands together in one lightpath. However if already exigin the already existing lightpath set. Instead, the common
ing lightpaths are only combined to create routes for trafficontrol Plane investigates how the lightpath set should be
demands, network resource usage will increase highly sinoedified in order to serve the recently arrived demand the
demands are routed on de-tours [10]. Therefore in certaimost economical and efficient way.
circumstances we allow fragmenting lightpaths to add or The advantage of this method is that lightpath set is
drop some of their demands. However this means reserviexploited as far as possible. Additionally, a demand is not
more opto-electronic converters that makes the solutioremaefused until there is available resources in the network.
expensive, causes traffic loss during realizing fragmantat However, the disadvantage of the method is that frequent



Transition ‘ Cost ‘ A. Fixed WDM Logical Topology Design

Edges modeling a singla 1 This phase of the strategy is run offline. The aim is to
in a fiber carrying traffic ; " ) L
_ S : design a fixed WDM logical topology that maximizes the
Egtgter:ﬁ“il"de"“g a singlk in a fiber with- | g amount of routed traffic over all hours of the given traffic
matrix and satisfying the constraints on the utilized nefwo

Edges modeling transition betweegn

elctronic and optical layer carrying traffid 250 resources. This problem is referred as Multi-Hour Virtual

Edges modeling _wansiion _ betwedn Topology Design problem in the literature [12].

elctronic and optical layer without traffic 50 The solution to this problem is produced by a Logical

Edges modeling fragmenting of existing Topo!ogy Design T_ool (LTDT) that uses a hegr|§tlc search
paths 500 algorithm and applies Tabu Search meta-heuristic on top of

it. The traffic information is given in the form of a three
TABLE | ; . . . .
COSTS APPLIED IN DYNAMICWDM LAYER WHILE ROUTING TRAFFIC dimensional array. The maximum expected traffic bandwidth
DEMANDS between nodesand; during hourh is denoted byl; ; . The
constraint on the network resources is the number of lightpa
in the topology to be generated and it is determined accgrdin
to the amount of traffic in the traffic matrix. The algorithm
fragmenting/concatenating of lightpaths causes delayhef tstarts with generating a random topology and improves that
traffic or even traffic loss. Therefore, weights of wavelémgttopmogy by changing the places of the lightpaths in the
graph have to be set; so that traffic grooming is preferregtwork. The objective criterion is the amount of routedfiza
against lightpath fragmentation. over all hours. A move is defined as closing a lightpath and
By using a well-constructed cost-function fragmentatiogetting up a new one. At each iteration, all the possible move
and hereby opto-electronic conversion will be applied a6 fegre calculated and the one giving the maximum objective
times as possible, and lightpaths will be as highly utilized yalue is chosen. To differentiate the moves giving the same

possible. objective value, a tie-breaker function is used.The tieakee
Costs applied in wavelength graphs in case of adaptive . H .
WDM topology are presented in Table I. parameter is calculated ad~ " s;;T; 5, WhereV is the

As can be seen it is always preferred to use already existisgt of nodes ang;; denotegj'fh‘é ﬁulmber of hops on the shortest
lightpaths. Termination of lightpaths is expensive to kegpath betweemn and; in the resulting topology. Between moves
traffic in the optical layer as far as it is possible. The highegiving the same objective value, the one with the smaller tie
cost belongs to fragmentation of existing lightpaths. breaker value is chosen. The performance of this algorithm

By maintaining the costs described above any shortest pahinvestigated by comparing with the ILP solutions of the
algorithm can be applied to accomodate the arrived traffielaxed problem in [13].
demands on existing/new/fragmented lightpaths. The foundThe establishment and tearing down of the lightpaths in the
route in the wavelength graph will determine the tasks to qshysical layer is achieved by communicating with Wavelangt
with lightpath set (resource reservation, fragmentation)  Graph Tool (WGT). This scheme represents an example of the

overlay model. WGT acts as the control plane for the WDM
I1l. MPLS TRAFFIC ENGINEERING ONFIXED WDM layer and sets up and tears down the lightpaths as requgsted b
ToOPOLOGY LTDT. If a lightpath establishment request cannot be satisfi
o . . . WGT informs LTDT and LTDT searches for the next move
If statistical information on the network traffic is availab . = . — X
then it is possible to design a fixed WDM layer Iogicaglvmg the maximum obJectlve.vaIue and requests _establlsh-
ment and tearing down of the lightpaths corresponding to tha

topology that maximizes the total throughput according tr%ove. After a number of unsuccessful tries, LTDT decreases

the expected traffic values. This approach has the advantgge . ;
that the traffic flows are not disrupted by the logical toptylogﬁ%Je number of lightpaths and tries to generate a new topology

reconfigurations and the required signaling complexitess|
In this study, a traffic pattern is used which changes with t
time of the day. The expected values of the traffic bandwidthsAs explained in the first phase, the virtual topology is
between every source destination pair in each hour is agburdesigned based on the traffic expectation information. How-
to be available beforehand in the form of a traffic matrix. lever, that kind of statistical traffic information is not exan

the proposed TE strategy, a fixed WDM layer logical topologyeneral and the actual traffic can significantly deviate from
is designed using the traffic expectation information and tbhe expected value. To improve the blocking performance
further reduce the blocking as the actual traffic valuesatevi of the network in such cases, a dynamic online TE scheme
from the expectations, the traffic flows are rerouted on tresdfixis developed. This TE scheme optimizes the network by
logical topology. This strategy is composed of two phades: trerouting the LSPs on predefined paths. Using the make before
first phase is the design of the WDM layer logical topologyreak feature supported by MPLS, the LSPs can be rerouted
the second is online rerouting of the LSPs. without disrupting the traffic flows.

ﬁ3e' Dynamic LSP Rerouting



To generate the expected traffic, a 24 hour traffic pattern is
used the details of which are described in [13]. The standard
deviation of the introduced noise is 0.1 times the expected
bandwidth value. The actual traffic between nodesd j at
time ¢ is calculated as

Tact(iaja t) = Tezp(iaja t) + N(07 (01 X TeIP(iajv t))2) (2)

A single LSP is established for each source destination pair
using resource reservation. The changes in the traffic flows
are modeled by updating the bandwidth requirements of the
LSPs. The bandwidth updates arrive according to a Poisson
process with rate\ = 30 arrivals per hour, and the update
times belonging to each LSP are independent.

In the fixed topology MPLS TE approach, when a band-
width update request arrives for an LSP flow, the best path is
chosen among the precalculated paths between the source and

Rerouting is done using an alternate routing algorithm. djnestina_tion nodes. Then, t_he LSP is reroute_d along the ohose
the fixed WDM logical topology designed in the first phasé’,ath with the new bandwidth. In. the Adapiive Topolpgy TE
for each source destination pair, a number of shortest gahs approach, the arrival of a bandwidth update request isetdeat
calculated. The LSPs are rerouted along paths that are rthodd departure of the current LSP anc_i arrival c_>f a new one at the
among these paths between the source and destination no e Instance W!th the new bandwidth r_eqwrement. In bo_th .Of
To choose the best path, a dynamic cost function is utiliz approach_es, 'f_ the requested bandwidth cannot b.e sdlisfi
which depends on the available capacity along the routes s bandwidth is not changed and the transcending part of

: L the demand is lost.
tbh? length of the route. The cost function for paihis given The ratio of the maximum amount of traffic flow to the
y: . . . . )
P capacity of a single lightpath is referred as tinaffic mag-

C
Feost(p) = Lp + A" 7€ (1) nitude The loss and resource usage performances of the TE

. » . approaches are investigated versus the traffic magnitude fo
Where,_Lp is the ngmber of hops on paghand (_jresidual IS various numbers of wavelengths per fiber.
the residual capgcny of_the path after the LSP is routedgalon The blocking performance and resource usage of both TE
that path andC is the lightpath capacityA and u are cost Lﬁtrategies are evaluated both individually and compaghtiv

fu_nction parameters and the algorithm gives th_e best s S/ simulations carried out with the same traffic demands for
with the values of 10 and 0.5 fok and u respectively [13]. each strategy

If the available capacity along the path is not sufficient to
route the demand, the path is given a predefined very high Analysis of the Adaptive WDM Layer

cost which is guaranteed to be higher than the cost of any1) Reserved resourcesSince fragmenting lightpaths is
path with sufficient available capacity. If there is no patithw expensive, it should be avoided as much as possible. As
sufficient available capacity, then the path with the largegng as there is enough wavelength to accommodate traffic
available capacity is chosen. on exclusive lightpaths, no fragmentation will happen. fTha
The utilized cost function favors the shorter paths thg Why we have the fewest and |Ongest ||ghtpathsy Causing
the network is I|ght|y loaded. When the network is heaViIYnaximum Wave'ength resource usage when we app|y the most
loaded, the residual capacity becomes the dominant fantbr gyayelengths and offer the smallest traffic to serve (Fig.2(al
the paths with higher residual capacity are more likely to lgg.3(a)).
chosen. If the same traffic level should be served on fewer wave-
lengths, or when increasing traffic level have to be accom-
modated on the same number of wavelengths, the average
The performances of the two TE approaches under the saamount of traffic to be served per wavelength increasesain th
traffic are investigated by simulations. The underlyinggibgl case, lightpaths have to be fragmented. Fragmenting kighsp
network has 11 nodes and 12 links with two fibers at each lim&sults in more and shorter lightpaths than before as can be
in the opposite directions (Fig.1). seen on Fig.2(a) and Fig.3(a). However since fragments of
The traffic is modeled in the level of LSP flows. Thehe cut lightpath are better utilized, this results in lestlt
bandwidth of the traffic flow between each source destinatiravelength reserved in fibers. This quantity can be caledlat
pair has two components: the expected value and a Gausdigincreating the product of average lightpath length and the
noise introduced to reflect the deviations from the expectedmber of lightpaths. It will be referred to as the waveléngt
bandwidth value. resource usage on Fig.4(a).

Fig. 1. Topology of underlying physical network

IV. SIMULATIONS



Fragmentation is limited by the number of wavelengthsequests to set up a larger number of lightpaths from the-phys
by the capacity of wavelength channels and even by arrivingal layer control plane. However, the number of lightpaths
demands: if a traffic demand could be routed only throughat can be established does not show a continuous increase
bottlenecks of the network, fragmentation and grooming deith the traffic magnitude for all wavelength numbers. Tlis i
not help, the demand has to be blocked. Therefore, incrdaseloe to the limited physical layer resources. Fig.3(b) shows
traffic per wavelength cannot be fully managed by fragmentithe average lightpath length in the established topologies
lightpaths, thus wavelength resource usage cannot red® 10As it can be expected, average lightpath length exhibits a
and traffic loss will rise (Fig.6 and Fig.5(a)). reverse behavior with the number of lightpaths, as the traffi

While Fig.3(a) shows that the higher traffic per wavelengtmagnitude increases. For the cases of 4, 6 and 8 wavelengths
definitely results in shorter lightpaths as explained abovié can be seen that the bumps in the average lightpath length
according to Fig.2(a) if low number of wavelengths (4, 6) areorresponds to dips in the number of established lightpaths
operated in the network, number of lightpaths significantignd vice versa. For 12 and 16 wavelengths cases, the physical
decreases instead of increasing. In these cases, trafiddoslayer resources are more sufficient and increases in thageer
extremely high (Fig.5(a)), which means that the offereffira lightpath length does not have such a decreasing effecten th
load is much higher than the network capacity. Since thigimber of established lightpaths.
approach is an adaptive one, the high traffic loss means thaFig.4(b) shows the total amount of wavelength resources
the model attempted to utilize every possible spare caparcit utilized, which is calculated by taking the product of the
the network. Therefore, as many traffic streams were groomaamber of lightpaths and average lightpath length. Whigséh
together as it was possible, lightpaths were fragmentedstimtwo parameters show the opposite behaviour, their product
in every node, that resulted in a large number of one-hop lorghibits an increase with the traffic magnitude as far as
lightpaths in the network. This is proved by the charts ag:wethe physical layer resources allow. For smaller numbers of
in case of high traffic loss ratio (above 10%) average ligtitpawavelengths, total amount of utilized resources seemsaip st
lengths is hardly more than one (Fig.3(a)), and the netwogkound a constant value but for larger wavelength numbers, i
utilization is very high (Fig.6) shows an increase with the traffic magnitude.

For higher number of wavelengths (8, 12 and 16), th8 c ve Resul
blocking ratio is much smaller, and the resource utilizatio™ omparative Results
ratio is lower (Fig.6). There are enough resources to routeln Fig.8, the traffic loss ratio of the two TE approaches
demands on exclusive lightpaths, as proved above. are compared for 4, 8 and 12 wavelengths. The traffic loss

2) Average\-path configuration per hourFig.7 represents atio of the Adaptive Topology approach is generally half a
the number of average lightpath configuration changes gBagnitude lower than the loss ratio of the Fixed Topology
hour. If demands can be routed on exclusive lightpaths, ABProach, as expected. When the current logical topology
frequent re-configuration is needed, since fragmentatson"eMains insufficient to satisfy the changing traffic demands
rare. As traffic rate increases, more fragmentation haveeto By updating the electronic layer routes only, this approzah
applied beside the same number of wavelengths. generate new routes by opening new lightpaths and adapting

If the network is full-fragmented, lightpaths are shoreyh the topology according to the traffic. This improvement in
are used by a large number of demands at the same time, §}f1 Plocking ratio is at the expense of WDM topology re-
even later arriving demands will use them since lightpatks &configurations with a frequency changing between 1.8 and 33

nearly one hop long. In such circumstances, reconfiguratiBf hour, depending on the number of wavelengths and traffic
of lightpaths is quite rare as well. magnitude. These reconfigurations may cause delay or extra

affic loss by interrupting the traffic flows passing througa

onfigured lightpaths.

The wavelength resource usages of the two approaches
are given in Fig.9 for the same set of wavelength numbers.
. ' The Fixed Topology TE approach utilizes less wavelength
B. Analysis of MPLS TE on Fixed WDM Topology resources than the Adaptive Topology approach. This is due

Fig.5(b) shows that the traffic loss rate increases with the the fact that, the Adaptive Topology approach controts th
traffic magnitude and decreases with the number of lightpatélectronic and optical layer jointly using full informaticof
as expected. According to the results, 4 wavelengths reptes each layer. Knowing the topology and resource availabdity
a case where the network resources are insufficient to peodtige optical layer, it can arrange the electronic layer relite
an acceptable loss performance even for smaller valueseof thway to utilize more amount of optical layer resources in
traffic magnitude. order to prevent blocking. While the difference between the

The numbers of lightpaths in the generated topologies aesource usage ratios of both approaches is considerable fo
given in Fig.2(b). As mentioned in Section 2, the topologgmaller numbers of wavelengths, it gets lower as the number
design algorithm makes use of traffic expectation infororati of wavelengths increase. When more resources are available
and determines the number of lightpaths to request acaprdin the physical layer, the TE approaches can obtain more of
to the traffic rate. For higher values of the traffic magnittitle the resources they need to satisfy the introduced traffic.

Fig.7 shows that the fewest reconfiguration event belon
to the extreme cases mentioned above, while between th
number of reconfiguration events is higher.



V. CONCLUSION [6] E. Dotaro, M. Vigoureux, D. PapadimitriouMulti-Region Networks:

In thi dv. TE h . . di f Generalized Multi-Protocol Label Switching (GMPLS) as Blea for
n this study, approaches are investigated in case of two Vertical Integration”, Alcatel Technology White Paper, February 2005,

different interoperation models for the optical and elegic researchlibrary.theserverside.net/detail/RES/116888 409.html
layers. The first one is the integrated model where all lagegrs [7] B- Rajagopalan, J. Luciani, D. AwduchéRequirements for Traffic
. Engineering Over MPLS"Internet RFCs (2004).
Fontrqlled by a distributed control plane and the Secondeho%] A. Rpdrigues-Moral, P. Binenfant, S. Baroni and R. Waptical data
investigated is the so-called overlay model. In the overlay networking: Protocols, technologies, and architectursrfext generation
model, the optical and electronic Iayers are controlled by optical transport networks and optical internetworksTEEE/OSA J.
t trol ol d limited t of inf ton i Lightwave Tech., Vol.18, No.12, pp. 1855-1870, Decembei020
separate control planes and limited amount or Informatson ['9] Tibor Cinkler, Péter Hegyi, Géza Geleji, Janos StigéMulti-Layer
passed between them. Traffic Engineering: Should Only the Upper-Most Layer bet&iveid?”,
Both models have application scenarios they are suitable ONDM 2006, 10th Conference on Optical Network Design and Mod
. . . . elling, Copenhagen, Denmark, May 2006.
for. The mtegrated model is sulf[able for the scenarios thlj_o] Cinkler Tibor, Hegyi Péter, Asztalos Mark, Geleji e@, Kern
the network is operated by a single operator and the WDM Andras, Szigeti JanotMulti-Layer Traffic Engineering through Adap-
|ayer is capable of performing fast reconfigurations which tive Lambda-path Fragmentation and De-Fragmentation: Gieoming-
. . . Graph and Shadow-CapacitiesNetworking 2006, Coimbra, Portugal,
include set up and tear down of lightpaths dynamically. The May 2006.
second approach suits the case where limited amount[mf] T. Cinkler, R. Castro, S. JohanssoriConfiguration and Re-

information exchange is allowed between the layers becafuse Configuration of WDM Networks”NOC'98, European Conference on
Networks and Optical Communications, Manchester, UK, JL9&8

being operated by separate providers or network managemes\t v pioro, D. Medhi:*Routing, Flow, and Capacity Design in Commu-
purposes. nication and Computer NetworksElsevier/Morgan Kaufmann Amster-

A traffic engineering approach with adaptive WDM topol- __dam, 2004. N _
13] N. Sengezer, E. KarasafiAn Efficient Virtual Topology Design and

ogy is proposed for the integrated model. For the Overlé‘y Traffic Engineering Scheme for IP/AWDM Networksth Proc. ONDM
model, a fixed WDM topology TE approach is used with dy- 2007, Athens, Greece, July 2007 .

namically changing electronic layer routes. The resultaate
strate the benefits and drawbacks of both approaches. While
Adaptive Topology approach better adapts to the traffic @sd h

a lower traffic loss ratio, it utilizes more network resowsce

In addition, frequent WDM reconfigurations performed to
prevent the blockings may decrease the throughput and cause
disruption of the traffic flows and increase in the delay. The
Fixed Topology approach has a worse blocking performance,
however it also utilizes less network resources and do not
disrupt the traffic flows. Its most important limitation iseth
need of prior information on the traffic expectation in order
to be applied efficiently.
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