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ABSTRACT

This paper proposes a new object-based approach to similar
image retrieval. First the salient regions of an image are
detected by using a novel segmentation method based on a
multi-scale inhomogeneous diffusion model applied to color
and texture features. Each detected region is then represented
by a feature vector composed from the characteristic color,
texture and shape features of a region whose features are
invariant under rotation. Scale invariance is also addressed for
the color and shape properties. An R* tree-based indexing
scheme is applied over the feature space to ensure efficient
searching. By applying a suitable user interface, the method can
handle sub-image queries and object-based queries with regard
to a certain object or objects in the input image specified by the
user. Experiments conducted on a large number of images taken
from photo-CD data and collected from the Internet, show that
the method performs well for a large variety of natural images.

1. INTRODUCTION

The rapid development of computer hardware, mass storage
media and network devices, that has occurred in recent years,
has resulted in explosive growth and wide accessibility of
information in the field of electronic images and multimedia. In
consequence, similar image retrieval has become essential in
developing software tools capable of searching and extracting
necessary information from the huge and ever-growing
collection of image files appearing either on Internet pages or
on other collection media. However, the task of retrieving
similar images from large image collections is rather difficult to
accomplish. It raises difficult questions, namely, how to
effectively encode and represent the content of images, and how
to provide appropriate similarity measures and indexing
schemes. Additionally, there is the difficulty of providing a
flexible interface enabling the user to present his/her specific
queries, and fulfilling severe time requirements on producing
similarity results within seconds. A number of different
approaches to solving these problems have been proposed in
recent years. First, traditional text indexing methods were
utilized. However, due to shortcomings originating from the
non-explicitness of image content and also from linguistic
limitations, these approaches were soon replaced by methods
utilizing visual properties. Most of these methods operate by
extracting automatically attainable, low-level visual features
which are closely related to and are assumed to be used in
human visual perception. Then a suitable similarity measure is

defined over the feature space to calculate differences between
the query image and each database image. Global properties
such as normalized color histograms that are invariant under
geometric transformations and also texture features obtained by
applying multi-channel filtering [1], SAR models [2], etc. are
widely used as visual properties. In other approaches, geometric
features, differential and moment invariant properties [3,4] are
utilized. The advantage of using these latter properties, that
they can capture shape-related features. More complex systems,
such as MIT’s Photobook [5] and Qbic [6] from IBM integrate
multiple properties. However, the main drawback of using low
level visual features obtained for the entire image is that it is
difficult to provide an accurate description of the image content.
It is assumed that human judgement on image similarity issues
is largely influenced by shape and structural properties of
recognized objects in the images. This suggests that more
reliable methods can be achieved by integrating higher-level
features that express structural and object-based information
into the retrieval process. Work has just started on development
of methods that utilize object-based information and carry out
object-based queries, so we can mention only a few such
methods. For example, the method in [7] uses ellipses to
represent regions or blobs, while another method [8] integrates
Bayesian color segmentation and spatial edges to generate
regions. In developing systems using object-level features, the
key issue is to provide an accurate segmentation algorithm to
detect regions. This is extremely difficult to accomplish, as
there is no restriction or preliminary knowledge available for
the image domain on which the algorithm has to operate. The
major difficulty in using object level features is that no general
method has yet been provided for the problems of automatic
image segmentation and object recognition.

This work proposes a new object-based approach to similar
image retrieval. In this approach, first the salient regions of an
image are detected by using a novel segmentation algorithm
based on a multi-scale inhomogeneous diffusion model applied
to color and texture features. Each detected region is
represented by a feature vector composed from the
characteristic color, texture and shape features of a region
whose properties are invariant under rotation and scaling. An
R* tree-based indexing scheme [9] is applied over the feature
space to ensure efficient searching. We provide a user interface
that enables the user either to carry out query-by-example
searches or to search using his/her own example sketch. With
this interface, the user can present a query not only by selecting
an entire image but also by specifying a desired region or
combination of regions in the selected or sketched image.



2. DETECTING  SALIENT IMAGE
REGIONS VIA AN INHOMOGENEOUS

DIFFUSION MODEL
It is generally difficult to detect salient regions with quasi-
uniform features within an image. This problem is inherently
multi-scale due to the multi-resolutional characteristic of the
human visual system. This work proposes an inhomogeneous
diffusion model applied to multi-valued texture and single-
valued color features to obtain a multi-scale framework. This
model can be expressed as follows:
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where F  indicates the feature vector and function ( )tyxd ,,

describes the diffusivity. We use the term inhomogeneous
instead of anisotropic as it is not necessary to use different
diffusivity functions for the two space variables, but rather a
scalar valued diffusivity function analogously to the physical
diffusion process taking place in an inhomogeneous multiphase
medium. In this model, the color feature is simply represented
by luminance values, while texture features are obtained by
using a bank of Gabor filters [1] with a range of scale and
orientation parameters. We have used three scales(s) and four
orientations(o ) in our experiments. The advantage of using
multi-channel filtering is that the textural characteristic of the
image can be analyzed on both local and global scales
simultaneously. The choice of the family of Gabor filters is
inspired by its close relation to low-level human visual
perception, so that Gabor filters can model simple cells in the
visual cortex.  As Gabor filters are non-orthogonal, there is a
certain overlap between the members of the generated filtering
family, which can be minimized by applying the method
proposed in [10].

We represent the texture features at each pixel position by
feature vectors whose components are determined by
calculating the energies of each filter in a small window( )YX , .
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where ( ) ( )yxGyxIGI soso ,, ⊗=  is a Gabor filtered image.

For both the texture and the color diffusion model, the
diffusivity ( d ) is defined as a function of the corresponding
feature gradient. For the texture features, we define a texture
gradient at each image location (

i jC ) as the maximum of the

relative local differences of the texture feature components.
This is given by:
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where 
i jT  indicates a texture feature component(k ) at a given

image location. In this way, we detect texture boundaries by
calculating relative changes in the local feature components,
and these boundaries are not affected by the global texture
energy. The diffusivity function [11] is defined by the following
equation:

( ) ( )( )211 KCCd +=  (4)

where C  indicates the feature gradient and K  is a constant.
The computation on the diffusion cycles of this multi-valued
diffusion process is carried out in two main steps. First, the
common diffusivity data are calculated by applying Eq. (3)-(4),
and then the inhomogeneous diffusion steps are carried out
separately for each component of the feature vectors by
applying the following discretization model:
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where 
ijT  indicates the texture features at a given image

location, and 
ijd  is the diffusitvity at the same position. In the

case of color features, a scalar-valued inhomogeneous diffusion
process is carried out for the luminance values by applying a
diffusivity which is a function of the luminance gradient. A
multi-scale representation of the image can be obtained by
carrying out diffusion cycles of increasing numbers over the
texture and color features. First, we apply a boundary detection
based on the diffusion results obtained at the different scale
levels to detect multi-scale boundaries. Regions with quasi-
uniform texture or color features are then obtained by applying
an adaptive k-means algorithm tuned by the boundary
information. Finally, a ‘region growing and merging’ step is
applied to determine the salient object regions of the image (the
size of each is no smaller than 1/64 of the image area). We can
obtain characteristic texture and color features for the object
regions from the center features of the clusters produced by the
k-means algorithm. On the basis of the characteristic texture
feature components, it can also be determined whether a region
should be characterized as a texture region or as a color region.
To ensure invariance under orientation changes, we calculate
rotation-invariant texture features [12] from the characteristic
texture features of the regions. These features are presented by
a set of Fourier coefficients calculated for the texture feature
components. Finally, we represent each salient image region by
its characteristic color, texture, and shape features. The color
features are expressed by the normalized color histograms (4
bins/axis) of the region, while the texture features are
represented by a set of Fourier coefficients. The shape features
of a region are expressed as a set of invariant properties, such
as the normalized area of the region, the shape factor
(circularity), the ratio of the major and minor axes, the
normalized shape projections over the main axes and the
normalized orientation histogram of boundary points (24 bins).
The interconnections between the regions are also stored in a

(5)



region adjacency graph. The computation of the feature
extraction and of the inhomogeneous diffusion model, as well
as the object regions obtained for an image of a lion pair, is
illustrated in Fig. 1. This figure also describes the characteristic
features of the regions which are utilized to build up
multidimensional index structures.

3. INDEX STRUCTURES AND
PRESENTING QUERIES

In this work, an R* tree based indexing method is applied to

support effective searching schemes. A feature vector is created
from the color, texture and shape features for each detected
region, and a multidimensional indexing algorithm is utilized to
build up R* tree index structures using the feature vectors. In
the R* tree, the distance between two feature vectors is
calculated as a weighted sum of the Euclidean distances
obtained for each component group of two vectors. We also
build up R* trees independently for the color, texture and shape
features to support independent color-, texture- or shape-based
search schemes for nearest neighbor searches. In the indexes
generated for searching on the basis of independent color or

Fig 1. Outline of computation

Input image

Gabor filtering Color transformation

Texture  energies

HSV transformed image

V image

Texture gradient

Calculating diffusivity

( )
ij

TC

Texture Color

( )
ij

CC

( ))( TCdydiffusivit = ( ))( CCdydiffusivit =

Calculating diffusion cycles

2  Multi-valued diffusion model

Feature data

1  Obtaining texture & color features

Texture
cycle(5,10,20)

Color
cycle(100,400,800)

3  Inhomogeneous diffusion results 4  Salient object regions

Object regions Region boundaries

5  Characteristic features of regions

Color : normalized color histograms
Texture : set of Fourier coefficients
Shape : normalized area
              shape factor(circularity)
              ratio  of the major and minor axes
              normalized shape projections over the main axes
              orientation histogram of boundary points

6   Indexing

R* tree index structures on color, texture, and shape features.

Color feature index

Texture feature index

Shape feature index

Color gradient



texture features, the sizes of the regions are also included. In
the case of a query specifying a complex region – a region
consisting of more than one simple region components –
searches are also carried out for all of the region components.
The final retrieval result in this case is determined by trying to
reconstruct regions similar to the query region from the
retrieved ones by using the region adjacency graph of the image.
We provide a user interface that supports different types of user
queries. The main interface is a query-by-example one, where
the user can select a query image from the collection provided

Fig. 2. Similarity results obtained for a simple object
query ( a: query frame showing the query image, the
selected 'lion head’ object and a segment of the
database; b: the obtained similarity results; c: the
drawing tool )



in a selection frame, or upload a query image of his/her own.
The user is enabled to select a certain part or object in the
query image by clicking the mouse over a point of the desired
region when he/she wants to execute a search for only a certain
object or objects. As a result of this action, the boundaries of
the corresponding segmented area or areas are highlighted in
red. There is also a ‘drawing-and-painting’ type interface. This
additional tool is provided to enable the user to define an object
region by sketching and painting it.

4. EXPERIMENTS

Experiments were conducted by applying the method to a
photo-CD album containing 1200 photos of various types
(landscapes, flowers, animals, etc.), and also on a set of more
than 1000 images (photos, paintings, drawings, commercial
images, etc.) collected from the Internet. We obtained an
average retrieval rate of 82% on these two data collections for
simple region queries and an average 74% rate for complex
region queries. As anticipated, the obtained retrieval ratio was
mostly influenced by the accuracy of the segmentation and
object detection results. When the query image contains a larger
number of small objects, or objects with low contrast and/or
inhomogeneous texture and color features, the retrieval ratio
decreases due to failures of the segmentation process. The
method is implemented on a distributed computing platform
consisting of four Sun workstations and several PCs. The main
modules of the method, such as diffusion, segmentation, feature
generation, indexing and searching modules are written as
native C functions. These native functions are called from a
multithreaded Java servlet-applet interface to produce search
results within a few seconds. The main steps of the retrieval
process and an example result are illustrated in Fig. 2. In this
example, the query is presented as a ‘lion head’
object,specified by the user as a single particular object in a
query image selected from the photo-CD collection. The
similarity between the query image and the retrieved images is
expressed as a similarity ratio with regard to the normalized
distances in the feature space.

5. CONCLUSIONS

This paper has proposed a new object-based approach to similar
image retrieval by representing an image by its salient objects
as well as associated color, texture and shape features. We can
summarize our achievements as follows. We have provided a
novel and automatic segmentation method to quasi-accurately
detect salient color and texture regions in the image. In this
method, an inhomogeneous diffusion model is applied to both
color and texture features. Characteristic color, texture and
shape properties are provided for the detected regions that are
invariant under rotation. Scale invariance was also addressed
for the color and shape properties. By applying a suitable user
interface, the method can handle sub-image queries, partial
views and object-based queries with regard to a certain object
or objects in the input image specified by the user. By enabling
the user to specify the object he/she is looking for and
accomplishing object-based searches, a higher level

performance and flexibility is ensured. Experiments on a large
number of images collected from the Internet and taken from
photo-CD data showed that the method performs well for a
large variety of natural images. In order to achieve better
performance on images containing small object regions or
regions with low contrast and/or inhomogeneous texture
features, we need to improve the segmentation process. For this
purpose, a better approximation of the multiphase diffusion
process is considered necessary in the future by using a
description of a parabolic diffusion equation with boundary
conditions that depend on the feature gradient, and using a
diffusivity calculated directly from the texture features.
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