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Abstract

Since color scanners are not colorimetric, the opti-
mal mapping from scanned values to colorimetric val-
ues is inherently nonlinear. Characterization of the
scanner requires approximating this nonlinear map-
ping from the space of scanned values to a device in-
dependant color space. Neural networks are particu-
larly suited to this task. Performance using an arti�-
cial neural network generated LUT is compared to that
achieved by other commonly used methods.

1 Introduction
In order to reproduce consistent and accurate color

with a scanner or printer, a mapping is needed from
the device control values to a space that has a one-
to-one mapping onto the CIE XYZ color space. This
requirement leads to the de�nitions of device indepen-
dent and device dependent color spaces.

A device independent color space is de�ned as any
space that has a one-to-one mapping onto the CIE
XYZ color space. Device independent values describe
color for the standard CIE observer.

By de�nition, a device dependent color space cannot
have a one-to-one mapping onto the CIE XYZ color
space. In the case of a recording device, the device
dependent values describe the response of that partic-
ular device to color. For a reproduction device, the
device dependent values describe only those colors the
device can produce.

Color scanners are not colorimetric. We de�ne
colorimetric scanning as the process of scanning or
recording an image such that the CIE values of the
image can be recovered from the recorded data. Scan-
ner characterization is achieved by determining a map-
ping which maps the device dependent control values
to a device independent color space (e.g. CIELAB).
These mappings are nonlinear because of the linear
characteristics of the actual hardware and, more im-
portantly, because of the nonlinear transformation to
the CIELAB space which models the sensitivity of the
eye to color di�erences. It is noted that calibrating
printers is even more nonlinear in practice. Typi-
cally, these mappings are implemented via a multi-
dimensional look-up-table (LUT) in combination with
some low order interpolation.

The neural network is inherently nonlinear when
designed with nonlinear neural activation functions.
The neural net approach has additional advantages

in that it automatically achieves a certain degree of
smoothness and does not require special programming
on the part of the designer. The neural net approach is
compared to standard methods including global linear
and polynomialmappings, and a locally linear approx-
imation method.

2 Color Scanner Characterization
Mathematically, the recording process of a scanner

can be expressed as

ci = H(MT ri)

where the matrix M contains the spectral sensitiv-
ity (including the scanner illuminant) of the three
(or more) bands of the scanner, ri is the spectral re-
ectance at spatial point i, H models any nonlineari-
ties in the scanner (invertible in the range of interest),
and ci is the vector of recorded values.

The characterization problem is to determine the
continuous mapping Fscan which will transform the
recorded values to a CIE color space. In other words,
determine the function Fscan such that

t = ATLr = Fscan(c)

for all r 2 
r , where 
r is the set of physically re-
alizable reectance spectra, the columns of matrix A
contain the CIE XYZ color matching functions, and
the diagonal matrix L represents the viewing illumi-
nation.

For the non-colorimetric scanner, there will exist
spectral reectances which look di�erent to the stan-
dard human observer but when scanned produce the
same recorded values. These colors are de�ned as be-
ing metameric to the scanner. Likewise, there will
exist spectral reectances which give di�erent scan
values and look the same to the standard human ob-
server. While the latter can be corrected by the trans-
formation Fscan, the former cannot.

On the upside, there will always (except for de-
generate cases) exist a set of reectance spectra over
which a transformation from scan values to CIE XYZ
values will exist.

Printed images, photographs, etc. are all produced
with a limited set of colorants. Reectance spectra
from such processes have been well modeled with very
few (3-5) principal component vectors [1, 2, 3, 4].



When limited to such data sets it may be possible
to determine a transformation Fscan such that

t = ATLr = Fscan(c)

for all r 2 Bscan where Bscan is the subset of re-
ectance spectra to be scanned.

Look-up-tables, nonlinear and linear models for
Fscan have been used to calibrate color scanners
[5, 6, 7, 8]. In all of these approaches, the �rst step
is to select a collection of color patches which span
the colors of interest. Since the particular samples se-
lected determine the characteristics of the mapping,
the scanner characterization is usually identi�ed with
respect to the process which produced the samples.
Ideally these colors should not be metameric in terms
of the scanner sensitivities or to the standard observer
under the illuminant for which the characterization is
being produced. This constraint assures a one-to-one
mapping between the scan values and the device inde-
pendent values across these samples. In practice, this
constraint is easily obtained. The reectance spectra
of these Mq color patches will be denoted by fqgk for
1 � k �Mq .

These patches are measured using a spectropho-
tometer or a colorimeter which will provide the device
independent values

ftk = ATqkg for 1 � k � Mq:

Without loss of generality, ftkg could replaced with
any colorimetric or device independent values, e.g.
CIELAB, CIELUV. The patches are also measured
with the scanner to be calibrated providing fck =
H(MTqk)g for 1 � k �Mq .

Mathematically, the characterization problem is:
�nd a transformation Fscan where

Fscan = arg(min
F

MqX

i=1

jjF(ci)� L(ti)jj
2)

where L(�) is the transformation from CIEXYZ to the
appropriate color space and jj:jj2 is the error metric in
the color space.

3 Arti�cial Neural Net
Because of its embedded nonlinearities, an arti�cial

neural network (ANN) is well suited for the generation
of the 3-D LUT in a scanner characterization problem.
The mathematical description of the input-output re-
lation for a single hidden layer neural network is given
by [9]

L(t) =W1�(W0c)

where �(u) = [�1(u1); :::; �N(uN )]
T , u = W0c, �i(�)

represents the neural activation function for the ith
hidden neuron, and the bias in the neuron is accounted
for by augmenting the vector c.

The training of the network is a process of esti-
mating the optimum weight matricesW = [W0;W1]
which minimized the error on a given data set. In this

case, the vector pairs fci;L(ti)grepresent the input
and output respectively. Once the network has been
trained, the 3-D LUT is generated by evaluating the
neural net at the RGB LUT grid points. These points
may contain some data samples but since the number
of samples is much smaller than the number of grid
points, the performance of the LUT depends on the
generalizing ability of the mapping obtained from the
neural network.

Additionally, it must be possible to determine val-
ues for grid points in the table which may be outside
the range of the scanned target data (i.e. the range of
the scanned values ci does not cover the entire space
of possible scanned values). The neural net can eas-
ily be used to extrapolate values for the grid points
that are beyond the range of the scanned target val-
ues. This is another advantage of the neural net ap-
proach. The extrapolation problem is a signi�cant one
for methods which reply on nearest neighbor interpola-
tion/extrapolation. Even minor noise can cause large
errors for these methods.

4 Example
A color target with 264 samples was measured with

a three band (RGB) desktop color scanner. The
CIELAB value for each sample was measured for D50
illumination. LUTs of size N � N � N which map
from the RGB output values to the CIELAB values
were generated using four di�erent methods. The size
of the LUT was varied from N = 4 to N = 32. Linear
interpolation was used to determine the values lying
o� the grid. It is noted that most sample points do
not lie on the grid. The four methods were

1. A global linear �t was obtained between the RGB
values and the CIE XYZ values. The �t mapped
to CIEXYZ, but minimized the CIELAB �E er-
ror.

2. A global nonlinear �t was obtained which incor-
porated cross-polynomial terms of the scanned
RGB data. The �t mapped to CIEXYZ but min-
imized the CIELAB �E error.

3. The N closest scanned values to the grid point
were used to compute a locally linear �t for that
region of RGB space.

4. An arti�cial neural network (ANN) was trained
on half of the 264 samples and validated using
the other half. A fully connected network with
one hidden level was used with the signmoid ac-
tivation function.

For each method, 3-D LUTs were generated by eval-
uating the function on the N�N�N grid points. The
scanned data was then fed into the LUT and the LUT
output compared to the known LAB values for those
264 samples (training and validation sets). Linear in-
terpolation was performed in the LUT. The results are
given in Tables 1 and 2. Table 1 shows that in general
overtraining is not a problem and that the number of
neurons is not a critical parameter of the method. A
graph of the maximum error verses LUT size is shown



in Figure 1. The maximum is very important for eval-
uation of color �delity since it is this error that is most
disturbing to humans. Additionally, it should noted
that �E errors under about three are undetectable by
most observers. Thus, while the average errors indi-
cate an undetectable di�erence, the maximum errors
show di�erences that can be detected by the casual
observer.

From the numerical results, it is clear that global
linear and polynomial methods do not perform as
well as the locally linear method or the ANN, and in
fact the ANN provides the best results. The numer-
ical results are con�rmed by observation. However,
an interesting observation of the various mappings is
that the local linear method produces noticable dis-
continuities in the slope of the color mappings. This
shows up as high local gradients which appear like
contouring in quantization problems. Unfortunately,
this e�ect cannot be reproduced in this printed ver-
sion. The images can be obtained in the ftp directory
/mbox/afs/eos.ncsu.edu/contrib/ftp/pub/hjt/pro�le.
This e�ect is not surprising since the local linear
method is susceptible to measurement noise. The neu-
ral network naturally produces a smooth function un-
less overtrained.

5 Conclusions
The problem of calibrating color scanners was de-

�ned mathematically. Various methods were com-
pared in creating the characterization. From these
preliminary results, the neural net approach is very
promising for use in generating the 3-D LUT used in
processing scanned data.
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Figure 1: Maximum Error versus LUT Size

Linear Polynomial Local Linear Neural Network
LUT size �E avg �E max �E avg �E max �E avg �E max �E avg �E max

4 30.22 118.85 31.38 127.10 26.84 105.57 19.13 64.64
6 16.22 85.63 16.29 88.94 13.80 69.36 10.22 46.04
8 12.34 68.16 11.93 73.01 9.56 56.74 6.68 35.52
10 10.04 60.25 9.37 64.39 7.27 49.88 4.98 29.24
12 8.17 52.99 7.27 56.28 5.63 42.12 3.89 26.22
14 6.88 46.10 5.98 48.71 4.49 35.61 3.27 22.73
16 6.04 40.29 5.12 42.12 3.81 29.26 2.89 20.28
18 5.51 35.35 4.59 36.10 3.26 24.79 2.51 17.50
20 5.16 31.43 4.20 30.90 2.85 19.96 2.23 15.09
22 4.91 28.85 3.90 26.56 2.57 16.25 2.01 12.95
24 4.79 27.52 3.79 23.13 2.41 13.96 1.88 11.26
26 4.65 26.69 3.65 20.34 2.25 12.93 1.74 9.66
28 4.54 27.14 3.53 20.00 2.16 11.45 1.67 8.99
30 4.50 29.33 3.49 22.70 2.10 11.44 1.65 8.54
32 4.49 30.68 3.46 24.68 2.10 12.46 1.62 8.07
INF 4.38 28.33 3.28 19.37 1.93 10.02 1.38 6.49

Table 2: �E results using half of data for training and half for testing


