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ABSTRACT

A new video object segmentation algorithm, which utilizes
an extension of recursive shortest spanning tree (RSST) al-
gorithm, is introduced. A 2-D affine motion model is as-
sumed, and correspondingly, for each region, the planar
approximation for the given dense motion vector field is
computed. Starting from each 2x2 block as a distinct re-
gion, the algorithm recursively searches for the best pair of
adjacent regions to merge. The “best pair” is defined as
the one merging of which causes the least degradation in
the performance of the piecewise planar motion vector field
approximation. The RSST method is fast, parameter-free
and requires no initial guess, unlike the existing algorithms.
Moreover it is a hierarchical scheme, giving various segmen-
tation masks from coarsest to finest.

The algorithm successfully captures 3-D planar objects
in the scene with acceptable accuracy in the boundaries,
which can be further improved by utilizing the spatial in-
formation. Improvement over the existing European COST
211 Analysis Model (AM) is observed when the motion seg-
mentation submodule of AM is replaced by the proposed
algorithm.
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1. INTRODUCTION

The purpose of video object segmentation is to define
over each frame of the sequence a partition that cor-
responds to the collection of semantically meaningful
objects. A reasonable assumption is that such objects
in the 3-D world are making rigid motion. When pro-
jected onto 2-D image plane, rigid motion constitutes
a parametric model throughout the range of the pro-
jection.

Once a parametric model is picked, a good strategy
is to search for regions with coherent motion, i.e., to
find regions for which a good parameter set, that ex-
plains the observed 2-D motion successfully, exists [1],
[2], 3], [4]. In other words, the synthetic motion field
reconstructed using the computed parameters should

be as close to the original estimated field as possible
for all the extracted regions. This strategy is generally
known as “segmentation through surface fitting.”

It is also logical to utilize spatial information to
find correct object boundaries [7], [8], [9], because the
estimated motion field inevitably has some errors, es-
pecially at the object boundaries [6].

In this paper, an extension of the recursive short-
est spanning tree (RSST) method [5] is introduced and
utilized to extract regions for which 2-D affine motion
model is reasonable. The RSST method is very fast and
does not require any ad hoc parameters or an initial seg-
mentation mask. It yields a hierarchical segmentation
tree, i.e., from finest segmentation (all the pixels are
distinct regions) to coarsest (all the frame is a single
region). Conventional RSST is currently used in the
motion segmentation module of the European COST
211 Analysis Model (AM) [9]. The performance of the
described algorithm is compared with that of conven-
tional RSST, when used as a stand-alone algorithm and
also when used as a submodule of the Analysis Model.

2. THE ALGORITHM

Given a dense motion vector field ¥(x,y), the goal of
the segmentation algorithm is to extract connected and
non-overlapping set of regions so that, for each region
R;, there exists a parameter set O(R;) that explains
V(z,y) successfully. The parameter set 0(R;), defined
by the assumed motion model, implies an approxima-
tion for V(z,y) inside R;.

For 2-D affine motion model, which is adopted in
this work, 0(R;) = {S;, T;}, where S; is the 2x 2 scaling
and rotation matrix, and T; is the 2 x 1 translation
vector. The approximation is given by
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For a fixed segmentation mask, the approximation error



Figure 1: Samples from the artificial sequence.

is

(2)
where K is the number of regions. Obviously, D(R;) is
minimized by fitting best planes to motion vector com-
ponents vy (x,y) and v, (z,y), separately, in the least
squares sense. However, how to find the optimal set of
{R;} minimizing D, is not clear. Searching through all
possible segmentation masks is, of course, a solution
but it is computationally prohibitive.

There are various methods [1], [2], [3], [4], attack-
ing this problem. A modified K-means algorithm [1],
where cluster parameters instead of cluster means are
stored and compared, or Bayesian approaches [2], 3],
[4], where a term supporting connected regions with
smooth boundaries is added to D, and the resultant
cost function is minimized using simulated annealing,
are examples. These methods are all computationally
intensive. Moreover, an initial guess for the segmenta-
tion mask and/or some other algorithmic parameters
are required from the user.
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Figure 2: Segmentation of the artificial sequence by the
extended RSST algorithm.
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We propose to use an extension of the recursive
shortest spanning tree (RSST) method [5], which repre-
sents a segmentation mask as a weighted graph, where
regions are considered as nodes and each pair of 4-
adjacent regions (R;, R;) is connected with a link L.
The weight d;; associated with link L;; depend only
upon V(z,y) inside R; and R;.

The graph at the beginning of the algorithm is ob-
tained by dividing the image domain into 2 x 2 blocks,
which are considered as regions. At any intermediate
step, if

(i*, %) = arg min dij (3)

then the link L;«;+ is removed from the graph, i.c., the
corresponding regions I;» and R;« are merged. The
weights of the links L;», and Lgj;«, that connect the
new node R« U Rj+ to other nodes, are recalculated.
Repeating this procedure until there is a single region,
we obtain a hierarchical segmentation tree, the K’th
level of which has the segmentation mask for K regions.

For the purpose of minimizing D, a logical approach



Figure 3: Samples from the natural sequence.

is to set the weight d;; to
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where, d;; becomes exactly the amount of increase in
D caused by merging regions R; and I2;.

In the original RSST method, introduced for still
image segmentation [5] and later on utilized for motion
segmentation [7], [8], d;; is calculated the same way as
above. However, it has a much simpler form that in-
volves only the number of pixels and average motion
vectors for regions R; and R;. That is because the
approximation strategy is to fit to each motion vector
component a constant instead of a plane. Fitting con-
stants to motion vectors over regions corresponds to
2-D translational motion model assumption, which is
obviously a special case of 2-D affine model.

3. EXPERIMENTAL RESULTS

The first experiment is performed on an 256 x256 arti-
ficial sequence, shown in Figure 1. The scene, which is
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Figure 4: Segmentation of the natural sequence by the
extended RSST algorithm.

orthographically projected onto the 2-D image plane,
contains only 3-D planar objects. The purpose of this
experiment is to observe the performance of the algo-
rithm under optimal conditions, i.e., the 2-D motion
vector field is a priori known since the scene is artifi-
cially created, and our model of the motion vector field
is exact, because when the projection is orthographic,
rigid motion of 3-D planar objects constitute 2-D affine
motion vector field.

Figure 2 shows the resulting regions when the num-
ber of regions, K, is 5. The 3-D planar surfaces are suc-
cessfully extracted. This is a promising step towards
testing the algorithm with real sequences.

In the second experiment, we used a natural QCIF
sequence, shown in Figure 3. In this case, since motion
field ¥(z,y) is not known a priori, a motion estimation
algorithm is to be run first. We utilized a regularized
Gibbs-formulated motion estimation tool [6], where the
cost function to be minimized is a Lagrangian sum of
the displaced frame difference and a penalty forcing
the smoothness of the dense motion field. Some error
in estimated motion is inevitable, especially in untex-
tured arcas, and near the object boundaries, due to cov-
ered /uncovered background problem and the smooth-
ness term introduced in the cost function.

The proposed extended RSST algorithm is run with
K = 4. The results are shown in Figure 4. The ob-
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Figure 5: The Block Diagram of the European COST 211 Analysis Model.

jects in the scene whose motion is explainable by the
2-D affine motion model, e.g., the planar objects, are
extracted successfully. The inaccuracy of the object
boundaries are because of the inevitable error in mo-
tion estimation mentioned above.

4. IMPROVEMENTS ON EUROPEAN
COST 211 ANALYSIS MODEL

The European COST 211 Analysis Model (AM) ver-
sion 3.0 is fully described in [9]. The AM offers a new
approach for object segmentation and tracking, that
is, to fuse motion, color, and accumulated segmenta-
tion information at “region level” by rule processing.
The algorithm has two modes; the output is either a
binary mask describing the “foreground” as a single
object, or a segmentation mask describing several ob-
jects. The first version of the AM, introduced in [7]
and [8], and shown in Figure 5, is embedded in AM 3.0
[9] as an operation mode. The main idea is to utilize
the motion segmentation mask to capture the objects
in the scene, the color segmentation mask to estimate
the true boundaries of objects, and the segmentation
mask of the previous frame for tracking the objects.
The motion segmentation block proposed in the AM
assumes a 2-D translational model, and hence uses the
conventional RSST algorithm, which approximates the
motion field V(x,y) by constants instead of planes or
higher order surfaces. Figure 6 shows the resultant seg-
mentation masks when our natural sequence is the in-
put to the AM. Here, to demonstrate the object track-
ing ability of the AM, objects are shown with distinct
gray levels. It is observed that 3-D planar objects are
not captured as single objects because of the inaccurate
motion model. Obviously, a constant motion vector, for

the entire 3-D planar object which is rotating, is not a
good approximation.

When we replace the motion segmentation module
in Figure 5 by the proposed segmentation algorithm,
and run AM on the same sequence, we get the results
shown in Figure 7. The performance is superior to that
of current AM; the books are extracted as a whole,
and the head is tracked in all the frames. Note that
in either case, the boundaries of the objects are much
more accurate compared to the masks in Figure 4. This
is because that the AM corrects the boundaries with
the help of the color segmentation mask.

5. CONCLUSION

The conventional RSST method searches for the best
piecewise constant approximation for a given field de-
fined over the 2-D image plane. RSST has various ad-
vantages over existing algorithms in the literature; it is
fast, free from some ad hoc parameters required from
the user, and does not require an initial guess about the
segmentation mask. In this work, RSST is extended to
a tool that searches for the best piecewise planar ap-
proximation, and is used to segment the dense motion
vector field. Approximation of motion vector field by
planes and constants imply 2-D affine and 2-D transla-
tional motion models, respectively.

The experimental results indicate that if the esti-
mated motion field is reliable, the algorithm is success-
ful in extracting 3-D planar objects in the scene with
acceptable accuracy in the boundaries. The boundaries
can be improved by utilizing the spatial information,
e.g., the color segmentation mask, as is done in the
COST 211 AM.

The motion segmentation module of the AM, which



Figure 6: The segmentation result of the AM using the
conventional RSST method for motion segmentation.

Figure 7: The segmentation result of the AM using the
proposed RSST method for motion segmentation.

uses the conventional RSST), is replaced by the pro-
posed motion segmentation method, and tested. Since
2-D affine motion model is more general than the 2-D
translational model, the new structure is superior to
the current AM in extracting 3-D planar objects as a
whole.

The extension of RSST introduced here is fairly gen-
eral. It can further be extended to cover more accurate
motion models, i.e., to approximate the motion vector
field components by higher order surfaces.
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