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ABSTRACT

We introduce a novel method for embedding and detecting a chaotic
watermark in the digital spatial domain of color face images, based
on localizing salient facial features. Simulation results prove the
robustness of the method to several kinds of attack, such as com-
pression, filtering, scaling, cropping and rotation.

1. INTRODUCTION

A field of rapidly increasing interest during the last few years has
been multimedia protection. This has been addressed by the fact
that many innovative techniques for digital data transfer, storage
and processing have emerged. This has facilitated malicious users
with the opportunity of manipulating images, audio or video and,
thus, claiming product ownership.

Many different watermarking methods for still images have
been proposed, that embed a pseudo-random sequence in either
the spatial or the transform image domain [1]-[4]. All of these
methods consider the image as a single object in the spatial domain
and embed the watermark across the entire image content without
exploiting possible local salient properties. Usually, the methods
are customized in such a way that no care is taken whether the
watermark is resistant against all types of attacks.

The current paper presents a technique for copyright protec-
tion by watermarking a certain image class that has special inter-
est because of the existence of large databases of such content,
namely color frontal face images with uniform background, based
on extracting a finite set of salient facial features. The proposed
technique will be proved to provide sufficient immunity to any
intended attack. Section 2 presents the color segmentation and
region approximation technique, as well as the pattern matching
process for localizing the salient features. In Section 3, the general
class of chaotic watermarks is presented together with adaptations
for digital images. Section 4 explains the connection between the
extracted features and the watermark to be embedded on the im-
age, and Section 5 presents the watermark detection procedure.
Simulation results for several kinds of manipulations on the wa-
termarked image are presented and explained in Section 6 and,
finally, conclusions are drawn in Section 7.

2. FACE SEGMENTATION AND SALIENT FEATURE
LOCALIZATION

The first stage in the process of embedding our watermark to a
selected region of the image, is to segment the face region so that

the search for salient features, namely the eyes and the mouth, is
limited in this area.

In the following we propose one technique for eyes and mouth
localization that is rotation, translation and scale invariant. Other
techniques for this purpose have been proposed in the literature
[5]-[6]. The method followed is based on exploiting color infor-
mation in a similar way as in [5]. Our aim is to discriminate the
skin-colored image region. The original RGB image is thus con-
verted to its HSV representation because it is easier to perform
color segmentation in this color space.

The choice of certain ranges for hue, saturation and value pa-
rameters ensures that the segmented region of interest will approx-
imately be the same even after some manipulation.

A connected components algorithm follows thresholding in or-
der to isolate all the compact skin-colored regions. The downsam-
pled map is scaled to the original size of the image. In order to
get a good approximation of the face region that does not contain
useless areas, e.g. the neck, as well as to prevent the face region
areas from getting connected to the background, we employ an
��trimmed Mean Radial Basis Function network to get an ellip-
soidal approximation of the region [7]. This technique provides
the marginal median estimation for the center of each object:
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whereX(i) are the marginal data samples sorted according to their
values,Nk is the total number of data samples assigned to the
k-th hidden unit, and�k is the percentage of data samples to be
trimmed away. The estimate of the covariance matrix is:
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whereX(i);M is thei-th ordered data sample according to the Ma-
halanobis distance, and�k;M is the trimming percentage in this
case.

Once the face region is segmented, the trimmed ellipsoidal ap-
proximation is known and thus its orientation [8] can be computed.
The input image should be rotated according to this angle before
pattern matching.



The most prominent features contained in the ellipsoidal area
are the eyes and the mouth and can be approximated sufficiently
well by proper geometric functions. These features are unique in
such images and act as robust reference points even after some
geometric distortion. Other similar approaches use 2-D sinc func-
tions for eye modeling [6]. The eye can be regarded as a circle
of low, almost constant intensity centered inside an ellipse of very
bright intensity. Ideally, the eye detector is described by:
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whereI(x; y) is the image intensity,Cper, Eper are the sets of pix-
els lying on the perimeter of the circle and the ellipse, respectively,
andwc(x; y) andwe(x; y) are weighting functions that compen-
sate for the luminance differences between the two areas. The
weighting functions cannot be easily estimated. However, con-
stant values can be incorporated without significant loss of accu-
racy in the estimation of the feature position. In order to define a
pattern matching criterion for eye detection, we discretize (3), use
constant weighting functions and search for the absolute minimal
response of the difference within the facial region:
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whereC andE are the sets of points that belong to the circle and
the ellipse, respectively.

To obtain a reasonable estimate of the relation between the
magnitudes of the circle and ellipse axes and the weighting con-
stants, we have to compute the integrals in (3). For simplicity, we
assume that the intensity is represented by its mean valueIc in the
circle area, and its mean valueIe inside the ellipse area but outside
the circle area.

The search for potential left and right eye positions is per-
formed over the upper left and upper right quarter of the rotated
facial region that is covered by the ellipsoidal area, respectively.
The correct eye position is the one for which the matching re-
sponseReye(x; y) is minimal.

A similar pattern matching technique is used for the localiza-
tion of the mouth, except that the model now consists of two con-
centric ellipses having major semiaxes of the same magnitude and
minor semiaxes of considerably different magnitudes. This pattern
is again unique for the mouth, and the search is performed in the
lower half of the ellipsoidal region.

3. WATERMARK CONSTRUCTION

In the previous section we developed a method of locating salient
features, so that they can be used as reference points to embed
our watermark. We should now define the class of watermarks
that will be embedded in the spatial image domain. We choose
to construct a watermark based on a chaotic trajectory [9] because
of its controlled lowpass properties compared to a usual pseudo-
random sequence. The first step to construct such a watermark, is

to produce a sequence of real numbers by using a mapping func-
tionF : U ! U;U � IR of the form:

z(n+ 1) = F(z(n); �); z(n) 2 U; � 2 IR (5)

wheren = 0; 1; 2; ::: denotes the current iteration and� is a pa-
rameter that controls the chaotic behavior of the system. The num-
ber of iterations is arbitrary and can be adapted to our needs. The
system theoretically produces trajectories of an infinite period. By
changing the value of the parameter�, the set of real numbers is
divided in two subsets. The decision on whether the trajectory
presents regular or chaotic behavior depends on the seed value
z(0). If z(0) 2 Ureg, the produced sequence proves to be periodic,
whereas ifz(0) 2 Uch it is chaotic. The values of the produced tra-
jectory oscillate inside an interval[zmin; zmax] � U that is related
to �. Thus, we can define a threshold levelzth 2 [zmin; zmax]
in a way that, after thresholding the sequence numbers, a bipolar
sequences(n) 2 f�1; 1g is produced with approximately equal
number of -1s and 1s. Parameter� controls the frequency charac-
teristics of the chaotic sequence, i.e. the frequency of the transi-
tions�1 ! 1 and1 ! �1. We used a map that is based on the
Rényi transformation [10] in our implementation. For� > 1 and
values close to 1, we get a chaotic watermark with low number of
transitions and, thus, lowpass properties, whereas when� ' 2 the
transitions are very frequent, the lowpass properties degrade and
the sequence is very similar to a pseudorandom one.

The sequence we produced so far is one-dimensional. To em-
bed it in a two-dimensional signal, such as a digital image, we
need to scan across the sequence in such a way that the lowpass
properties are preserved. The classic raster scan is not proper for
this task because the number of transitions is not any more under
control in the vertical dimension. To avoid this we use Peano scan
order which has better spatial properties than the raster scan. In
addition, it is possible to use cellular smoothing to eliminate spon-
taneous transitions that emerged after the Peano scan [9]. Using
this technique, the output watermark has local neighborhoods of
1s (or -1s) that are more compact.

In order to construct different watermarks we use a key K that
produces the seed valuez(0) for the generation of a chaotic tra-
jectory. Keys of slightly different value provide sufficiently un-
correlated trajectories, because the setK of possible keys is quite
large. This reduces the possibility of the watermark being tam-
pered. This also ensures non-invertibility of the watermark. Thus,
the corresponding key cannot be extracted from the 2D watermark.

4. WATERMARK EMBEDDING

In this stage we make use of the extracted salient feature set and
ellipsoidal region orientation, to embed the produced watermark
in a specific image region that will be easy to detect even after
intentional or unintentional attacks.

The prototype watermark of size2n � 2n is first scaled to the
size of the facial area where it is going to be embedded. IfAem is
the embedding area, its sizeK1 �K2 is defined by:

K1 = k(x(mo) � �x(ey)); K2 = l(y(r ey) � y(l ey)) (6)

wherex(�) andy(�) are feature coordinates,�x(�) are mean feature
coordinates, andk; l are normalizing factors that control the size
of Aem so that it covers at least the entire face region. Afterwards,



we rotate the prototype watermark by the angle� of orientation
that was computed in Section 2.

The scaled watermark is centered in the mass center of the
feature points setF = fFi; i = 1; :::;Mg:
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In our caseM = 3. The mass center is also the center of the
Aem region. After centering the watermark in the proper image
area, it is rotated by�� with respect to the center of the image. It
then covers a new areaAr. Before superimposing it on the origi-
nal image, a visual masking stage is introduced. In this stage the
variance is computed for every point of the original imagef(x; y)
over a proper neighborhoodN �N :

V arx;y =
1
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�
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(f(x+i; y+j)��x;y)
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where�x;y is the mean value over the same neighborhood. The
local variance is then normalized according to its maximum value,
and is compared against a thresholdTv. If the variance exceeds
this threshold, then the local neighborhood contains a big amount
of texture or edge information, and the watermark can be embed-
ded without being visually perceptible. Otherwise the region is
considered to be close to uniform, like background, and is not
suitable for watermark casting. The dependence of the variance
threshold on the watermark power is such that if the watermark
power is increased, the threshold is also increased non-linearly, so
that the watermark remains imperceptible.

If w0 is the prototype watermark, then the scaled and rotated
watermarkwn of sizeK1 � K2 is casted to the regionAr. The
watermarked imagefw(x; y) is defined as:

fw(x; y) = f(x; y) + h(x; y) �wn(x; y) (9)

whereh(x; y) is the watermark power that is a function of the local
variance:

h(x; y) = hmax � s(V ar(x; y)) (10)

wheres() takes values in the range[0; 1]. s is chosen to increase
monotonically with the variance. In our case, the watermark is
casted in the spatial domain and, thus, the watermark power is
quantized to two integer values, 0 andhmax, depending on the
value of the variance. Therefore, the functions() that is employed
is:

s(x) =

�
1; x > Tv
0; x � Tv

(11)

5. WATERMARK DETECTION

When a prototype watermark is to be detected inside a water-
marked and possibly manipulated image, the image has to be first
segmented, so that the feature set and orientation of the approxi-
mated face region are derived. The prototype watermark is again
scaled, centered, and rotated according to the information obtained
from the segmentation and feature extraction stage. The response
of the correlation between the geometrically adapted watermark
and the detection regionAdet is given by:
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whereA = f(x; y) 2 Adetjŵn(x; y) = 1g andB = f(x; y) 2
Adetjŵn(x; y) = �1g. NA andNB are the number of pixels
of the setsA andB respectively. In the case that the watermark
is casted all over the embedding region, the detector output is as-
sumed to follow a normal distribution with mean value�R = 2h,
whereh is the watermark power. This means that, ideally, if the
watermark exists the detector output should beR = 2h and other-
wiseR = 0.

We choose not to use masking in the detection stage, because
the local variance may have changed significantly due to manip-
ulations. The response is thus computed over the entire expected
area of the embedded watermark. The detector output (12) must
be compared against a proper thresholdRthr that will inform us
with a satisfying certainty about the presense or the absense of the
watermark.

6. EXPERIMENTAL RESULTS

In order to demonstrate the robustness of the watermarking method
to various attacks, we tested it on 37 color images (of size350 �
286) of the M2VTS frontal face image database. The feature ex-
traction success rate was 84% for combined eye and mouth detec-
tion. Figure 1 shows results for feature detection and subsequent
watermark detection after several attacks, for a sample image of
the database. Figure (a) shows the original image and in figure
(b) the detected eyes and mouth are denoted with crosses on the
image. We can see that the localization is quite precise.

Figure (c) shows the watermarked image and figure (d) shows
the normalized difference between the watemarked and the orig-
inal image. The size of the prototype watermark is128 � 128,
the watermark power ish = 3 and the chaotic map parameter
is � = 1:8. Thek and l parameters for defining the watermark
spread over the face region are both fixed at value 1.25. The visual
masking threshold was chosen to beTv = 0:002. The threshold
forced most of the prototype watermark to be casted, as depicted
in figure (d).

In Figure (e) we can see that the feature detection results on
the watermarked image are almost identical to the ones on the orig-
inal image. Figure (f) shows the experimental distributions for
100 watermarks detected on the original image (left pdf) and the
corresponding watermarked image (right pdf). The detector out-
put is normalized according to its mean value. Figure (g) shows
the features on the watermarked image, after being compressed by
JPEG of ratio 1:40 approximately. We see in figure (h) that the
distributions have now approached each other because of the large
distortion imposed by the compression. The casting region is not
very wide and a certain amount of the watermark energy is lost.
This addresses the fact that, in order to retain reasonable false ac-
ceptance and false rejection rates, we should choose a detection
thresholdRthr that is smaller than the theoretical one which, af-
ter normalization, should normally be at about 0.5. Rotation by
120, as depicted in figures (i) and (j), and scaling by a factor of 1.2
at each dimension, as shown in figures (k) and (l), do not impose
larger degradation. Therefore, a threshold ofRthr = 0:12 can be
chosen for watermark detection.



Table 1 shows the false acceptance rates (FAR) and false re-
jection rates (FRR) for all of the attacks depicted in figure 1, using
the defined threshold. We can observe that the results are quite
good, having in mind that a trade off was required in order for the
detection rates to be reasonable for every attack.

The features are not expected to be localized at exactly the
same positions as in the original image. This can be faced effi-
ciently by testing the correlation output for small changes in the
height, width, center and orientation of the prototype watermark.
The detection is expected to give a peak for the correct height,
width center and orientation of the originally embedded watermark
because of the high degree of sensitivity of the watermark to ge-
ometric operations. Response to a false watermark is expected
to give a different but insignificant peak for some false geomet-
ric parameters selection, because different watermarks are highly
uncorrelated. The detection response in the diagrams is therefore
always shown for the correct size, position and orientation of the
watermark. The method is expected to perform better for larger
images than the ones used in our experiments.

7. CONCLUSIONS

In the present paper we developed a method for embedding and de-
tecting watermarks in color frontal face images. Color information
was exploited in order to obtain a good approximation of the skin-
colored region of the face, in which to search for salient features
like the eyes and the mouth, using a geometric model matching
method. The prototype watermark used for casting was chosen to
be a chaotic one, modified in such a way as to retain certain low-
pass properties. The watermark is geometrically adapted before
embedding, using the extracted feature positions and face region
orientation. A correlation detector is employed in order to decide
about the presense of a possible watermark. The color segmenta-
tion and feature localization technique precedes both embedding
and detection stages. A visual masking technique is added in or-
der to avoid annoying artifacts imposed by the casted watermark.
Experimental results display the robustness of the method and ad-
dress the fact that the method is especially suitable for databases
of large images.
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attack FAR FRR

no attack 0.0169 4.052�10�30

1:40 JPEG compression 0.018882 0.020794
rotation by120 0.017046 7.9213�10�7

scaling by 1.2 0.031461 0.0034499

Table 1: Detector rates for several attacks.
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Figure 1: Examples of salient feature extraction and watermark detection after several manipulations.


